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Abstract

The main objective of this work is to explore the e�ect of spin-orbit couplings in laser-induced dissoci-

ation processes in three hydrogen halides: HCl, HBr and HI. These hydrogen halides present a signi�cant

spin-orbit-induced splitting in the excited states, which signi�cantly a�ects the fragments after photo-

dissociation. The heavier the halide, the strongest the coupling. We evaluate these non-adiabatic e�ects

and examine whether these couplings can be neglected for photo-excitation studies. A time-resolved

analysis on the coupled electron-nuclear dynamics that is triggered after ionization with a short pulse is

performed.

The methodology employed has required the development of a new spectral method. The dynamical

study is carried out by solving the time-dependent Schrödinger equation including both electronic and

nuclear degrees of freedom. The molecules are assumed initially in its fundamental state, and are excited

after the interaction with a short pulse. The energy bandwidth of a �nite pulse creates a molecular

wave packet that may involve one ore several excited electronic states. We have employed two di�erent

approaches: �rstly, a spin-free representation of the molecular states, where the spin-orbit couplings are

ignored, and, secondly, a simulation in the adiabatic picture properly accounting for the spin-orbit e�ects,

where wave functions adapted to the symmetry of the system (C∞v) are used, including the spin-orbit

e�ect explicitely.

A complete description of the excitation dynamics of hydrogen halides has been provided; as expected,

the heavier halides present a stronger spin-orbit coupling, and as a consequence, a larger population

transfer occurs among their states. We have observed di�erent time scales; i.e. for HCl, non-adiabatic

couplings induce the population transfer 4-5 femtoseconds after excitation, while for HI these e�ects are

already important within the Franck-Condon region.
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Resumen

El objetivo principal de este trabajo es explorar el efecto de los acoplamientos espín-órbita en los

procesos de disociación inducidos por láser en tres haluros de hidrógeno: HCl, HBr y HI. Estos haluros

de hidrógeno presentan una signi�cativa separación spin-órbita en sus estados excitados, lo que afecta

signi�cativamente a los fragmentos producto de la fotodisociación. Cuanto más pesado es el haluro, más

fuerte es el acoplamiento. Estos efectos no adiabáticos se evalúan y se examinará si estos acoplamientos

pueden ser despreciados en los estudios de fotoexcitación. Se ha realizado un análisis con resolución

temporal de la dinámica nuclear-electrónica acoplada provocada tras la ionización con un pulso corto.

La metodología empleada ha requerido el desarrollo de un nuevo método espectral. El estudio dinámico

se lleva a cabo resolviendo la ecuación de Schrödinger dependiente del tiempo incluyendo los grados de

libertad electrónicos y nucleares. Las moléculas, inicialmente en su estado fundamental, se excitan después

de la interacción con un pulso corto. El ancho de banda de energía de un pulso �nito crea un paquete

de ondas moleculares que puede involucrar uno o varios estados electrónicos excitados. Para conseguir

esto hemos trabajado con dos "enfoques" diferentes: en primer lugar, una representación sin espín de los

estados moleculares, donde se ignoran los acoplamientos espín-órbita, y, en segundo lugar, una simulación

en la imagen adiabática que incluye los efectos espín-órbita, donde las functiones de onda son adaptados

a la simetría del sistema (C∞v), incluyendo explícitamente el efecto espín-órbita.

Como resultado se ha proporcionado una descripción completa de la dinámica de excitación de los

haluros de hidrógeno; como era de esperar, los haluros más pesados presentan un acoplamiento espín-

órbita más fuerte, y como consecuencia se produce entre estos una mayor transferencia de población entre

los estados. Hemos observado diferentes escalas de tiempo; es decir, los acoplamientos no adiabáticos del

HCl inducen la transferencia de población 4-5 femtosegundos después de la excitación, mientras que en

el HI estos efectos son importantes dentro de la región de Franck-Condon.
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1 General Introduction: Hydrogen Halide Dynamics

Light induced processes play an essential role in a large number of biological mechanisms. The vast

majority of photophysical phenomena requires the study of molecular dynamics associated to excited

states1;2;3. Natural light spectra reach biological tissues in the range from visible to UV frequencies,

which may induce excitation in most molecules, and even ionization. The coupled motion of electrons

and nuclei that is triggered under visible/UV radiation involves non-radiative electronic states changes:

these processes play an important role and are called electronically non-adiabatic processes4. These

can play an important role in diverse chemical properties: for example, spin-orbit coupling e�ect usually

induces phosphorescence5.

Hydrogen halides provide a simple display for non-adiabatic dynamics in which spin�orbit interactions

play an important role; in fact, spin-orbit coupling e�ects are usually larger in molecules containing

heavy atoms. For this reason, the dynamical process of the photo-dissociation in three di�erent hydrogen

halides (HCl, HBr and HI) has been explored, using a full quantum mechanical representation of both

electronic and nuclear degrees of freedom. For a time-resolved image, we will represent the evolution of the

vibronic (vibrational-electronic) wave packets created after the interaction with an ultrashort UV pulses

of relatively low frequencies. These three molecules are known to dissociate upon excitation, because in

all of them, only the lowest state, of 1Σ+ symmetry, presents vibrationally bound states. Considering the

spin-orbit couplings, the products that are found after photo-excitation of an hydrogen halide are:6 7:

HX + hν → H(2S1/2) + X(2P3/2)

→ H(2S1/2) + X∗(2P1/2)

The �eld-free electron-nuclear dynamics that follows excitation is largely dictated by the spin-orbit (SO)

couplings and can thus led to fragmentation in both open channels. These molecules therefore become

a valuable benchmark to investigate non-adiabatic e�ects using ab initio methods in full dimension8.

Inter-system crossing (ISC) can induce population transfer due to the presence of SO coupling. It usually

occurs between states of di�erent multiplicities, but also when no-singlet states are involved due to the

presence of di�erent microstates sharing the same multiplicity9.

In order to obtain an accurate description of these e�ects, it is necessary to use techniques that go

beyond the Born-Oppenheimer approximation, i.e. introducing the coupled electron-nuclear motions.

The description of the molecular wave function is achieved within the Born-Huang approximation,

where the total wave function will be written as a product of a nuclear and an electronic wave function.

We will then solve numerically the time-dependent Schrödinger equation, which allows us to extract a

time-resolved image of the dynamics of the laser-induced molecular dissociation. In order to gain deep

insights on the spin-orbit e�ects, we will perform simulations where these couplings are included, and

compare with the counterpart where these couplings are turned o�.
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2 Theoretical Introduction

2.1 Quantum Molecular Dynamics

2.1.1 Time Dependent Schrödinger equation

In quantum mechanics the state of a system is represented by a wave function ψ. Time evolution

of a molecular quantum system follows the time-dependent Schrödinger equation (TDSE), expressed in

atomic units (au):

i
d Ψ(

#»

R, #»r , t)

dt
= �H(	R,	r, t) ·Ψ(	R,	r, t) (1)

where R and r are the nuclei and electronic coordinates and �H is the total Hamiltonian of the molecule.

TDSE is one of the postulates of quantum mechanics where total Hamiltonian operator describes

the dynamics of the system. In the following, atomic units are employed through the manuscript, unless

otherwise stated. As a starting point, to describe the interaction on a molecule with an external electro-

magnetic �eld, the full molecular Hamiltonian �H(	R,	r, t) can be separated in two terms: the �rst term

Ĥ0, that describes the �eld-free wave motion, and the second term V̂ , with the external perturbation as

a Hamiltonian term, i.e. a time-dependent potential:

�H(	R,	r, t) = �H
(0)

(	R,	r) + �H
(1)

(	R,	r, t) = �H
(0)

(	R,	r) + �V(	R,	r, t) (2)

where �V(	R,	r, t) is the laser-molecule interaction potential. The �eld free Hamiltonian �H
(0)

(	R,	r) for

a system of M nuclei and N electrons can be written as the sum of the nuclear kinetic energy �TN and

the potential energy operator �VN of the nuclei, and the rest of the terms are included in the so-called

electronic Hamiltonian �Hel(	R,	r):

�H
(0)

= �TN + �VN + �Hel = �TN + �VN + �Te + �Ve + �Ve−N =

− 1

2

M∑
α=1

52
α

mα
+

M∑
α

M∑
β<α

ZαZβ
rαβ

− 1

2

N∑
i=1

52
i +

M∑
α

N∑
i=1

Zα
riα

+

N∑
i

N∑
j>i

1

rij

(3)

where 52 represents the Laplacian with respect to the coordinates of the particles. Although the

Hamiltonian can be separated as a sum of di�erent energy terms, in general the wave function cannot

be written as a product of functions that only depend on the electronic or nuclear coordinates or as a

function of time. However, in the absence of an external �eld, �H(	R,	r, t) = �H
(0)

(	R,	r) and the eigenstates

of the system can be found by solving the time-independent Schrödinger equation (TISE):

�H Ψk(	R,	r) = Ek Ψk(	R,	r) (4)



2.1 Quantum Molecular Dynamics 9

considering the problem as an eigenvalue problem where k = 1, 2, 3... are solutions of TISE, i.e. the

eigenstates. In a stationary state Ψi(	R,	r, t) the only dependence on time is given by its eigenvalue Ek:

Ψk(	R,	r, t) = Û(t, t0) ·Ψk(	R,	r, t0) → Ψk(	R,	r, t) = e−i·Ek·(t−t0) ·Ψk(	R,	r, t0) (5)

where t and t0 are the �nal and the initial time, respectively, and Û(t, t0) represents the so-called

evolution operator. The evolution operator is a unitary operator: Û† · Û = 1. Although the phase

of a wave function with a de�ned energy Ek varies in time, the probability density |Ψi(	R,	r, t)|2 of the

stationary states remains constant:

|Ψi(	R,	r, t)|2 = Ψ∗ ·Ψ = Ψ∗k(	R,	r) · e+i·Ek·(t−t0) ·Ψk(	R,	r) · e−i·Ek·(t−t0) = |Ψi(	R,	r)|2 (6)

In order to solve the TDSE (eq. 2), we will expand the time-dependent total wave function Ψ(R, r, t) in

a basis set of the eigenstates of H(0), i.e. solving eq. 4 for the Hamiltonian of the isolated molecule given

in eq. 3. This method of solving the TDSE using a basis set of eigenvalues is known as the spectral

method. The time-dependent wave function is then written as:

Ψ(	R,	r, t) =

∞∑
k=1

ck(t) ·Ψk(	R,	r) (7)

where Ψi(	R,	r) are the stationary states. This dynamical description of the �eld-free Hamiltonian

follows the Schrödinger picture formulation of the dynamics, since stationary operators are used and the

eigenvectors evolve under the e�ect of the evolution operator. The expansion in equation 7 is called the

general solution of the TDSE and it represents the system state at each time t. It is important to remark

that this solution assumes three statements:

� all the stationary states of the system Ψ(	R,	r) are known in the absence of an external potential.

� stationary states are orthonormal: < ψj |ψi >r= δji

� stationary states form a complete basis

In case that an external potential is considered, V (t) in equation 2 it is usually expanded perturbatively.

For this reason, it is more useful to use the interaction picture, also known as Dirac picture, that is

considered as a compromise between Heisenberg and Schrödinger pictures10. In the interaction picture

both the quantum states Ψ and the operators O carry time-dependence:

Schrödinger picture ⇒ |Ψ > = |Ψ (t) > Ô 6= Ô (t)

Heisenberg picture ⇒ |Ψ > 6= |Ψ (t) > Ô = Ô (t)

Dirac picture ⇒ |Ψ > = |Ψ (t) > Ô = Ô (t)
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Dirac wave functions are de�ned as transformed Schrödinger states, meaning the free part of the

Hamiltonian, while Dirac operators are transformed similarly to the Heisenberg operators11:

|ΨI (t) > = ei·Ĥ0,S ·t |ΨS (t) >

V̂I (t) = ei·Ĥ0,S ·t V̂I e
−i·Ĥ0,S

(8)

ΨI and ΨS are the wave functions in Schrödinger and interaction pictures, Ĥ0,S is the �eld-free Hamil-

tonian and V̂ is the interaction term.

2.1.2 Adiabatic picture: Born-Oppenheimer approximation

We describe the molecular eigenstates through the total wave function Ψ(
#»

R, #»r ), which depends on

both the electronic and nuclear coordinates. Because at the electronic time scale the nuclei positions

are almost constant, the electronic structure can be retrieved independently for each speci�c nuclear

con�guration, i.e. using assuming the Born-Oppenheimer (BO) approximation.

Then it is possible to write the total wave function Ψ(
#»

R, #»r ) as a product of a nuclear wave function

χ(	R) that depends on the nuclear coordinates, and an electronic wave function ψ(	R,	r) which depends

parametrically on the nuclear rearrangements and on the electronic coordinates. The molecular eigen-

functions can then be written as:

Ψ(	R,	r) =

∞∑
k=1

χk(	R) · ψk(	R,	r) (9)

This approach is also called the technique of separation of variables. ψk(	R,	r) form a complete set of

basis electronic functions that can be obtained as solutions of the electronic time-independent Schrödinger

equation:
�Hel · ψ(	R,	r) = Eel(	R) · ψ(	R,	r) (10)

This equation can be interpreted, as Born and Fock stated12: "A physical system remains in its

instantaneous eigenstate if a given perturbation is acting on it slowly enough and if there is a gap between

the eigenvalue and the rest of the Hamiltonian's spectrum". Nevertheless, there are some limitations

of BO approximation13; �rstly, it only considers stationary states, meaning it can be used when there

are states with eigenfunctions of the electronic Schrödinger equation, that are called adiabatic states

Ψ(	R,	r). Moreover, it does not include the e�ects of degeneracy and it is not valid when the variation of

the electronic wave function with the nuclear con�guration is not smooth.
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2.1.3 Non-adiabatic picture: Born-Huang approximation

Born-Oppenheimer approximation is not suitable for all the systems because it does not take into

account the non-adiabatic e�ects. Because the non-adiabatic behaviour cannot be explained only using

the Born-Oppenheimer approximation, in 1951 Born and Huang designed the framework for a more

general approach to treat the electron-nuclear coupling18. Born-Huang approximation can be de�ned

as a "non-adiabatic diagonal correction" to the Born-Oppenheimer approximation.

Non-adiabatic corrections allow nuclei to move in more than one electronic state and allow to include

the coupling between the electronic and nuclear wave functions. Born and Huang considered Ψ0
sk(	R,	r)

as adiabatic basis functions that form a complete basis set with electrons and nuclei. Due to adiabatic

functions form a complete set, the exact eigenfunctions Ψk(	R,	r) must ful�ll13:

Ψn(	R,	r) =
∑
ij

C(ij, n) ·Ψ0
ij(

	R,	r) =
∑
ij

C(ij, n) · χij(	R) · ψj(	R,	r) (11)

where χij(	R) and ψj(	R,	r) are the nuclear and electronic wave functions respectively and coe�cients

C(sk;n) are the expansion coe�cients that can be known by solving matrix diagonalization. Operating

Ψ0
ij(

	R,	r) in Hamiltonian of equation 4 it is obtained:

�H Ψ0
ij(

	R,	r) = χij

(
�H

0

e ψj

)
+ ψj

(�Tnχij)−∑
α

(
1

2 Mα

)[
χij∇2

αψj + 2∇αψj · ∇αχij
]

(12)

where �H
0

e is also known as the "champed nuclei" Hamiltonian. ∇2
αψk and ∇αψk are the BO approxi-

mation corrections. Multiplying equation 12 by an arbitrary function ψ∗l and integrating over electronic

coordinates it is obtained:

< ψl | �H | Ψ0
ij >=

[
�Tn · δjl + < ψl | �H

0

e | Ψ0
ij >e +ulj + 2 · ωlj

]
χij(	R) (13)

where:

ulj = −
∑
α

(
1

2 Mα

)
< ψl | ∇2

α | Ψ0
ij >e

ωlj = −
∑
α

(
1

2 Mα

)
< ψl | ∇α | Ψ0

ij >e ·∇α
(14)

This o�-diagonal terms are the non-adiabatic corrections that are usually included in the non-

adiabatic coupling matrix14:

Λlj = ulj + 2 · ωlj =
∑
α

(
1

2 Mα

)[
< ψl | ∇2

α | ψj > +2 < ψl | ∇α | ψj > ∇α
]

(15)
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considering τlj =< ψl | ∇α | ψj >, then:

Λlj = τ2
lj + 2 · τlj · ∇α (16)

The Schrödinger equation 4 can be rewritten using matrix notation15:

[�Tn1 + V −Λ
]
χ(	R) = E χ(	R) (17)

where �Tn is the nuclear kinetic energy, V is the potential energy matrix and Λ is the non-adiabatic

coupling operators matrix. Due to V is a diagonal matrix that contains the potential energy surfaces

calculated with TISE (equation 10), it contains the stationary states eigenvalues.

In the adiabatic picture (BO approx.), the non-adiabatic coupling matrix is not considered, meaning

the states are completely decoupled. Although diabatic picture is not really used working with reactants

and products, non-adiabatic e�ects can be really signi�cant working near the transition state, since in

general the electronic wave function smoothly changes from reactants to products16.

If all electronic states were included, equation 16 would be a complete solution to the TDSE. Besides

the fact that this solution is very di�cult to handle mathematically, states-coupling acts locally in the

non-adiabatic regions and only the states the system pass through must be included. The non-adiabatic

operator is related to the derivative coupling vector, that considering only strongly coupled states it can

be expressed as15:

�Fij =
1

Vj − Vi
· < ψi|

∂ �Hel
∂Rα

|ψj > (18)

It shows the relationship between the derivative coupling and the energy gap Vj−Vi between potential

surface between the electronic states. At conical intersections, both potential energy surfaces become

degenerate, meaning the coupling is in�nite17; this is a consequence of the non-adiabatic couplings

presence. For this reason, it is more useful to work in the diabatic picture where non-adiabatic operator

becomes zero by rotation of the previous electronic basis set Ψ(	R,	r) (equation 9) using the unitary

transformation U :

Ψd(	R,	r) = U(R) ·Ψ(	R,	r) (19)

the diabatic nuclear Shrödinger equation becomes:

[�Tn1 +W
]
χd(	R) = E χd(	R) (20)
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W is the diabatic potential energy matrix, where coupling terms are included in the o�-diagonal matrix

potential like terms. Diabatic potential energy matrix can be obtained by an orthogonal transformation

of the adiabatic potential energy terms using the same unitary matrix used in equation 19:

W = U† · V ·U (21)

Both adiabatic and diabatic pictures are related by a unitary transformation; they are related by a

rotation of axes in the Hilbert space that does not alter the state vector, i.e. both pictures are equivalent.

2.2 Molecular Structure

2.2.1 Electronic Structure

Due to electron and nuclei motions have been separated using Born-Huang approximation (or Born-

Oppenheimer approximation), the diabatic (or adiabatic) energy problem can be considered as an elec-

tronic problem where the electronic Schrödinger equation must be solved for each nuclear con�guration,

obtaining the resulting potential energy surface (PES) that is the basis for solving the nuclear motion.

This problem cannot be solved analytically, so that a numerical approach is required and speci�c approx-

imations, described in the following, are employed.

An independent-particle widely used model is Hartree-Fock (HF) method, that considers each

electron is described by an orbital; these orbitals are determined by the variational principle, meaning

they are those with the lowest energy within the restriction of the wave function being a single Slater

determinant. Slater Determinant forms the Hilbert space associated to a group of identical fermions (in

our case, electrons) and it is consistent with the Pauli and indistinguishability principles:

Ψ0 (1....N) =
1

(N !)
1
2


φa(1) φb(1) ... φn(1)

φa(2) φb(2) ... φn(2)

... ... ... ...

φa(N) φb(N) .. φn(N)

 (22)

where N are the number of spin-orbits. The total HF wave function is given as a product of orbitals

and it is obtained by minimizing the mean value over the molecular orbital coe�cients:

EHF = < ψHF | �H | ψHF >= min < Ψ0 | �H | Ψ0 > (23)
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Hartree-Fock (HF) method it is a iterative method and for this reason it is also denominated self-

consistent �eld method (SCF). It would provide the lowest expectation value to HF energy if the expansion

basis set was complete. However, it is necessary to use �nite basis sets and the bigger the basis set, the

more accurate is the calculation until it is reached the HF limit. This occurs because HF does not include

electron correlation (electron�electron interaction is replaced by an average interaction) and it is a mono-

con�gurational method, meaning HF is not a valid method to treat dissociation problems where excited

states con�gurations can be important20.

One widely used procedure to include several con�gurations generated by moving electrons from occu-

pied to unoccupied orbitals is the con�guration interaction (CI) method. In this method, electronic

wave function is expanded over a linear combination of Slater determinant that comes from the spin-

orbital functions obtained in HF:

|ΨCI > = Â |Ψ0 > = a0 ΦHF +
∑
i=1

ai Φi (24)

The full CI wave function would include all possible determinants. However, this is computationally

not afordable and it is necessary to truncate the number of excited determinants. Although truncation

can be performed at single CI (CIS) or single-double CI (CISD) level, with these methods the orbitals

would not be optimized and this disadvantage can be avoid by using multi-con�gurational methods such

as the Multi-Con�guration Self-Consistent Field (MCSCF). MCSCF is considered as a CI where

both the determinants coe�cients ai and the molecular orbital coe�cients cj used for constructing the

determinants are optimized:

|ΨMC−SCF >= �C |ΨCSF > =
∑
j=1

cj ΨCSF,j (25)

where ΨCSF j are the con�guration state functions, that are related with di�erent Slater determinants

included in the expansion. The MCSCF optimization is iterative like the SCF procedure and the most

widely used MCSCF method is the Complete Active Space Self-Consistent Field (CASSCF)

approach. Using CASSCF the selection of the con�gurations that are necessary to include is done by

dividing the molecular orbitals in inactives (doubly occupied), actives (electrons occupancy between 0

and 2) and virtuals (empty). Once the most critical part of orbital selection is done, active orbitals are

included in a full CI and the resulting determinants are included in a MCSCF calculation.

In the same way that HF is not able to describe correlation e�ects, MCSCF is very dependent of

the selected active space and can only partially include the correlation energy. Also similar to HF, it

is possible to include more correlation by using a con�guration interaction, so-called Multi-Reference

Con�guration Interaction (MRCI) method. In this case, excitations are included in a similar fashion

than CI but for every con�guration included in the CASSCF space.
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In the present work, the electronic structure calculations are carried out at the MRCI level, using ANO-

RCC basis set (atomic natural orbital-relativistic core-correlated) and as a reference function a CASSCF

(6,4) active space, as implemented in the MOLPRO package (computational details are provided in

section 3).

2.2.2 Vibrational Structure: B-splines basis set

Assuming the validity of BO approximation, total wave function on bound states (where nuclear re-

pulsion term 1
Rij

is extracted from Hamiltonian) can be written as:

Ψi,υ(	R,	r) =
1

R
χυ(	R) ψi(	R,	r) (26)

where χυ and ψi(	R,	r) correspond to the nuclear and electronic wave function in respectively; in this

case, the nuclear part corresponds to the vibrational wave function. It has been explained previously

that they can be solved by using equations 27 and 2822:

[Hel − Ei (R)]ψi(	R,	r) = 0 (27)

[
− 1

2µ
∇2
R +

J(J + 1)

2µR2
+ Ei (R)−Wi,υ

]
χυ(	R) = 0 (28)

where Wi,υ is the total energy of the molecule, Ei the BO potential energy of the i electronic state and

J is the total angular momentum.

Molecular dissociation implies the existence of a continuum of vibrational states, non-bound states.

The description of a continuum state by using �nite coordinates requires a scattering formalism that

allows to connect the behaviour of the wave function at long distances with the de�nition of the function

in a �nite range of space. In other words, for a numerical treatment of the wave function χυ(	R) the

continuum states are replaced by a discretized set of states. For the representation of wave functions

that extend over a large range of space, the use of Gaussian or Slater type orbitals, as those employed for

bound states, are not longer appropriate. A widely employed alternative is the use of B-spline functions,

expanding the vibrational wave function as:

χυ(	R) =
∑
j

dυ,j B
k
j (	R) (29)

B-spline functions are polynomials of a given degree with conventional properties that make them

accurate basis sets in the continuum states description. Three of their main advantages are its ability

to diagonalize matrixes even when the banded structure is lost, the �exibility to choose the radial grid

points (B-spline basis sets are centred not only in the nucleus, but also in di�erent r) and the ability to
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use standard Gaussian integrations to evaluate integrals involving B-splines23. A well documented review

on the use of B-spline functions for the description of continuum functions can be found in Cormier et.

al. "Applications of B-Splines in Atomic and Molecular Physics"24.

The use of B-spline basis set in the nuclear Schrödinger equation to describe continuum states is a

discretization technique, meaning it encloses the system in a �nite interval [0,R] or, in three-dimensions,

in a �nite box with a certain length R. The lowest eigenvalues from equation 28 diagonalization represent

the bound electronic states, and since the basis set is discretized and non-bound continuum states can

be normalized to a Dirac delta function:

< ψi | ψi >= δij → Discrete states

< ψE | ψE′ >= δ (E − E′)→ Continuum states

With Hamiltonian expanded in B-splines basis set, discretized ψi and continuum wave functions ψEi
are related by the density of states ρ, which acts as a normalization factor.

ψEi =

∣∣∣∣∂E(n′)

∂n′

∣∣∣∣− 1
2

n=n′
ψi

ρ(En) =

∣∣∣∣∂E(n′)

∂n′

∣∣∣∣−1

n=n′

(30)

being n the index of a given state24.

2.3 Spin-orbit coupling

2.3.1 Spin-orbit e�ect description

The Schrödinger treatment is enough for dealing with lightest elements, but heavy elements requires a

deeper relativistic treatment in order to have an accurate description of their molecular electronic states.

Relativistic e�ects can remarkably a�ect chemistry reactions25;26; one of the most important e�ects is

the spin-orbit coupling.

Spin-orbit coupling is a relativistic e�ect de�ned as the interaction between the spin angular mo-

mentum of a particle with its movement in presence of an electrical �eld. Electron spins interact in

atoms by means of the intra-atomic exchange interaction to produce atomic magnetic moments that can

drastically change atomic wave functions. The maximum coupling between spin-angular momentum and

the electric �eld occurs when components are perpendicular to each other. The spin-orbit term can be

determined from solution of electron state in relativistic case.
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The relationship between relativity and quantum mechanics was achieved by P.A.M. Dirac27, and the

most accurate methodology for treating relativistic e�ects in molecular systems is through the Dirac-

Coulomb-Breit equation. Nevertheless, Dirac equation containing four-component "spinors" demands

hard computational e�orts to be solved (see Bade et. al. review28) . Thus, there are several quasi-

relativistic approximations depending on the problem considered to include the spin-orbit e�ects. In this

work, the approximation that is going to be used is the Douglas-Kroll Hamiltonian.

2.3.2 Spin-orbit operator: Douglas-Kroll Hamiltonian

Due to Dirac-Coulomb-Breit equation solution can be complex and computationally expensive, there

are two main alternatives Hamiltonian to calculate the spin-orbit coupling: the Breit-Pauli (BP) and

the Douglas-Kroll Hamiltonian. The Breit-Pauli (BP) Hamiltonian, expressed in equation 3129, is a two-

component Hamiltonian. Breit�Pauli (BP) spin�orbit Hamiltonian was presented by Pauli and it is a two-

component Hamiltonian obtained by applying a particular unitary transformation (Foldy-Wouthuysen

transformation) on the Dirac Hamiltonian30.

�H
BP

= �H
BP

SF + �H
BP

SO + �H
BP

MF (31)

The three terms can be computed independently. Firstly, �H
BP

SF refers to the one-body part, it is known

as Pauli Hamiltonian and it contains the non-relativistic terms, meaning the spin-free operators, that

contains the kinetic energy and electron-nuclei potential:

�H
BP

SF = �T + �Ve−n (32)

The one-body spin�orbit coupling term �H
BP

SO of the BP Hamiltonian is31:

�H
BP

SO =
1

2 c2

∑
i

(∑
l

Zl
r3
il

(ril × pi)

)
· s(i)−

∑
i 6=j

1

r3
ij

(rij × pi) · (s(i) + 2s(j))

 (33)

where c is the speed of light, Zl is the nuclei atomic charges, pi and rij are the momentum and

coordinates and rij and ril are the electron relative coordinates of the i-th electron. The two-body

terms �H
BP

MF includes the spin-spin dipole interactions. Although Breit-Pauli SOC Hamiltonian �H
BP

SO can

give accurate results for lower atomic weight species (such as �uorine and chlorine), the results usually

deteriorate with the increase of the atomic molecular weight (see Mussard results29 ). This occurs due to

the fact that Breit-Pauli SOC is unbounded and overestimates the energy splittings of a heavy atom in

a variational calculation. For this reason it is necessary to use a variational stable and non-perturbative

Hamiltonian in order to evaluate various energy values and one-electron properties: a good example is

the Hamiltonian obtained with Douglas-Kroll approach.
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Douglas-Kroll (DK) approach begins with block-diagonalization of the Dirac Hamiltonian �HD removing

the o�-diagonal elements with a unitary operator (working in two-components)32:

U �HD Uᵀ =

H+ 0

0 H−

 (34)

H+ and H− are the eigenvalues for the electronic solution of Dirac equation and can be calculated such

as an eigenvalue problem (same as TISE). The main goal of Douglas and Kroll procedure is to decompose

the unitary transformation U into simpler unitary transformations: free particle matrix, �rst order DK

matrix ... To obtain a deeper demonstration of this procedure see Nakajima,T The Douglas�Kroll�Hess

Approach.

In regards to this work, the �nal two-component Douglas�Kroll Hamiltonian can be separated into its

spin-free and spin-dependent parts. Using the no-pair approximation33, where only in the one-electron

potential is transformed using DK transformation and the two-electron term is kept in the free-particle,

DK Transformed Spin�Orbit coupling Hamiltonian is obtained32:

�H
SO

DK =
∑
i

∑
l

AiKi
ZA
r3
iA

(riA × pi) · σAiKi −
∑
i 6=j

AiKiAj

(
rij
r3
ij

× pi

)
· (σi + 2σj)AiKiAj (35)

where Ki and Ai operators are de�ned by:

Ai =

(
Ei + c2

2Ei

)2

Ki = Ei + c2

Ei =
(
p2 c2 + c4

)2
(36)

where. In the limit p→ 0, the spin�orbit Hamiltonian in no-pair approximation goes over to Breit�Pauli

SOC Hamiltonian34. With this treatment, the spin-orbit Hamiltonian includes both one-electron and

two-electrons terms, each treated in a di�erent manner. In heavy elements, the one-electron terms of the

spin-orbit Hamiltonians are the dominating parts.
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2.3.3 Spin-orbit using spin-free basis

Spin-orbit coupling e�ect induces coupling of orbital and spin angular momenta; when spin-orbit terms

are included in the Hamiltonian, neither spatial symmetry operators nor spin angular momentum opera-

tors commute with the Hamiltonian. This problem can be avoid by the using of Wigner-Eckhart theorem,

which states that an operator expanded in angular momentum eigenstates basis can be expressed as a

product of an independent-angular-momentum orientation part and Clebsch�Gordan coe�cients. With

this theorem, spin-orbit Hamiltonian elements HSO
ij take values di�erent from zero when both states ψi

and ψj direct product of the irreducible representations of the spatial and spin function is equal.

The problem now is how to apply the spin-orbit Hamiltonian. With the electronic eigenvalue prob-

lem solved, CASSCF wave functions obtained are "spin-less": spin S a�ects the electrons permutation

symmetry but there is no projection spin MS , meaning wave functions are eigenstates of Sz but they are

a "mix" of all possible spin states within the given multiplet. For this reason, due to electronic spin-

free wave functions are invariant to spin rotations, they form a suitable basis for computing spin-orbit

matrix elements35. Spin-orbit couplings can be studied in a basis formed by eigenstates of the spin-free

Hamiltonian:

ΨSO =
∑
i,νi

ci,νi ΨSF
i,νi (37)

Spin-free wave function is the reference state and spin-orbit couplings are added as perturbations

between states of di�erent spin projection MS . The presence of projection MS leads to the presence

of double-group irreducible representations, that are irreps of a group that double the order of

the point group under consideration (due to not only S but also Ms is considered). Forming linear

combinations of spin-free wave functions according to the double-groups irreps, the Hamiltonian is

block-diagonalized. In summary, the spin-orbit state interaction method used in this work consists of

the following steps, that are widely described by Meitei et. al.36:

� Compute the eigenstates of spin-free Hamiltonian

� Compute the spin-orbit matrix elements between all the spin-free states.

� Obtain the total Hamiltonian as a sum of the spin-free and the spin-orbit part.

� Diagonalize the total Hamiltonian

Using these spin-free eigenstates as a basis, it is possible to compute spin-orbit interaction matrix ele-

ments, diagonalize the resulting matrix and compute matrix elements over the resulting set of spin-orbit

eigenstates.
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2.4 Wave packets Dynamics

2.4.1 Laser-molecule interaction: dipole approximation

For the representation of the light-matter interaction term (V(t) in eq. 2), we employ a semi-classical

approach, where the electronic (and vibrational) structure is treated quantum mechanically while the

electromagnetic �eld is described classically; i.e. the �eld it is not quantized, which is known to be a

good approximation as long as the light sources under consideration are assumed to present a large �ux

of photons. This is therefore appropriate to describe the interaction of molecules with ultrashort light

pulses as those under consideration. Due to this work is based on the diatomic molecule dissociation and

assuming the �eld only interacts with molecular dipole, perturbation V (t) can be expressed as:

V̂ (t) = −Ē(t) · µ̄ (38)

where µ is the dipole moment and E(t) is the electric �eld. Semiclassical dynamic treatment can be

applied because the laser radiation makes the number of photons be considered a continuum variable and

the properties of the electromagnetic �eld can be described by Maxwell equations. The �elds B and E
can be expressed in terms of a scalar potential E(	R, t) and a vector potential A(	R, t)37:

B(	R, t) = ∇×A(	R, t)

E = −∂A
∂t
−∇ · E(	R, t)

(39)

this two equations describe both the magnetic and the electric �elds of an electromagnetic wave.

However, there are many di�erent scalar and vector potentials which can generate the same physical

electromagnetic �eld by changing both A and φ choosing a gauge transformation for both potentials; in

fact, the use of evolution operator in equation 5 is another use of gauge transformation. Now the main

question is the correct selection of the gauge transformation in this mathematical procedure.

The evolution of a particle that su�ers a Coulombic potential V and laser �eld with vector potential

A and an electrostatic potential E follows the TDSE by the semiclassical Hamiltonian in equation 4039.

H(x, p, t) =
1

2

[
p− qA(	R, t)

]2
+ E(	R, t) + V (	R) (40)

For a transversal wave, the propagation is perpendicular to the polarization, which corresponds to

applying the Coulomb gauge restriction ∇A = 0 on the �eld, meaning the scalar potential E is zero and

the wave equations must follow:

∇2A− 1

c2
∂2A

∂t2
= 0 (41)
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By substitution, it is observed that A(	R, t) depends on both space and time coordinates such as:

A(	R, t) = ε ·A0 · cos (ω · t− k · r) (42)

where ω is the angular frequency, k is the wave vector in propagation direction, A0 is the vector potential

maximum amplitude and ε the polarization vector. When high intensity �elds lasers are used and their

wavelengths are much longer than the atomic scale (a widely common situation in atomic transitions),

dipole approximation can be applied. The dipole approximation method was originally proposed

by Purcell and Pennypacker (1973)38. In dipole approach, the spatial dependence of the �eld is neglected

because it is spread over all the system and the vector potential A(	R, t) can be replaced by A(0, t) in the

Hamiltonian:

A(t) = ε ·A0 · cos (ωt) (43)

The vast majority of ab initio methods consider the dipole approximation39. Describing atoms-

radiation interactions it essentially consists of considering the �eld is located at the nucleus, neglecting

the spatial variation of the electromagnetic �eld. In the present work, we are exploring molecular exci-

tation, working with wavelengths in the range 200-400 nm, therefore, within the validity of the dipole

approximation. The speci�c parameters of the light sources of interest are presented in section 4.3.1.

There are several equivalent descriptions of the light-matter interaction, but two of the most useful

that are going to be used are the length and the velocity gauge40:

� In velocity gauge, the �eld is introduced to the �eld-free Hamiltonian through the gauge transfor-

mation p→ p−q ·A, where q is the particle charge. Hamiltonian and external potential are de�ned

as:

�Hv =
1

2
[p− qA(t)]

2
+ �V(	R, t)

�V(	R, t) = A(t) · p
(44)

� In length gauge, the one that is going to be used in this work, the �eld and the �eld-free Hamiltonian

are:

Hl =
p2

2
+ V (	R)− r · E(t)

�V(	R, t) = E(t) · r
(45)
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2.4.2 Mathematical de�nition of an Ultrashort Laser Pulse

We are exploring the electron dynamics triggered by ultrashort intense (visible-to-near-infrared) laser

pulses and extreme-ultraviolet pulses. They can be simulated with di�erent frameworks: solving nu-

merically the TDSE, using time-dependent perturbation theory, strong-�eld approximation, etc. An

ultrashort laser (Light Ampli�cation by Stimulated Emission of Radiation) is understood as an electro-

magnetic wave ensemble with a �nite total duration, usually, in the range of femtoseconds. Ultrashort

laser pulses are represented following the logic of equation 42: pulses with an envelope function F (t) and

total duration T so that, for a photon energy ω, the interaction potential and its electric �eld are written

as:41:

V̄ (t) = Ē(t) · µ̄

E(t) =

E0 · ε · F (t) · cos (ωt+ δ) t = [0, T ]

0 t = elsewhere

(46)

where E0 is the maximum electric �eld amplitude and ε is the polarization vector. The envelope

function F (t) is de�ned to account for the �nite duration of the light, i.e. a "pulse of light". Commonly

employed functions to de�ne these envelopes, which provide accurate description of the experimental

conditions at which these pulses are generated, are Gaussian or cosine (sine) squared functions, since

allows one for an adiabatic switching-on and switching-o� of the interacting �eld. In the present work,

the envelope function is de�ned by a sine squared equation 47:

F (t) = sin2

(
π · t
T

)
(47)

From the numerical point of view, the use of a sine (or cosine) squared simpli�es the numerical im-

plementation in contrast with a Gaussian-type function, because the start and end of the pulse goes

to strictly zero. Notice, however, that, although the pulse ends at a given time t = T , electrons and

nuclei are still interacting and the system continues to propagate under the in�uence of the �eld-free

Hamiltonian H0. The spectral amplitude of the pulse is obtained by Fourier transforming the electric

�eld:

E(ω) =

∫ T

0

E(t) · e−i ω t · dt (48)
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2.5 Wave packet description

Because the energy deposited in the system presents a given bandwidth (ultrashort pulses come with

a wide energy range of photons), the wave function that describes the system evolution is indeed a

superposition of several eigenstates of the molecule, i.e. a wave packet. In general, a wave packet is a

localized wave that can be expressed in terms of other properties that are delocalized. In our work, it is

a set of wave functions that represents the system.

In quantum mechanics it is widely common to work with probability distributions expressed in a wave

function. In most cases it is not necessary to solve the TDSE, since all the information about the dynamics

of the system is contained in the time evolution operator; for this reason, the way to work is to propagate

on time a certain wave function. Working within the dipole approximation, and considering the spin-orbit

couplings, the total Hamiltonian Ĥ(t) is written in terms of the total �eld free Hamiltonian H0 and the

external potential V̂ (t) as:

Ĥ0(	R,	r) = T̂N (	R) + V̂el(	R,	r)− Λ̂(	R,	r) + ĤDK
SO (	R,	r) (49)

�V(t) = Ê(t) · µ̄ (50)

�Vel is the electronic potential term and �V(t) is the external potential applied. Time-dependent Schrödinger

equation (eq. 1) can be rewritten using these terms:

i
d Ψ(

#»

R, #»r , t)

dt
=
[
T̂N + V̂el − Λ̂ + ĤSO + µ̄ · Ê(t)

]
·Ψ(	R,	r, t) (51)

In order to solve the TDSE it is used an spectral method expanding the wave function in the adiabatic

vibronic stationary states basis42:

|Φ(	R,	r, t) > =
∑
N

∑
νn

CN,νn (t) Ψ(	R,	r) · e−i·EN,νn ·t =
∑
N

∑
νn

CN,νn (t) · χk(	R) · ψk(	R,	r) · e−i·EN,νn ·t

(52)

where n corresponds to the bound electronic state and and νn to its bound or dissociative vibrational

states, respectively. Inserting this expansion in equation 49 and projecting into stationary vibronic

states, it is obtained a set of coupled di�erential equations (eq. 53), integrated by using Runge-Kutta

procedure43.

i
∂cj,νj (t)

∂t
=
∑
νj

[(
T̂N

)
i,νi→j,νj

+
(
V̂el

)
i,νi→j,νj

− Λ̂i,νi→j,νj +
(
ĤSO

)
i,νi→j,νj

+ µ̄i,νi→j,νj · Ê(t)

]
cj,νj (t)

(53)

cj,νj (t) are the time evolution coe�cients, needed to de�ne the combination of the basis functions that

represents the wave packet evolution.
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3 Computational Methods

� MOLPRO 2012 and 2015

For the determination of the spin-free potential energy curves, the spin-orbit couplings, and the transition

and permanent dipole moments, calculations have been performed using the MOLPRO program, a quan-

tum chemistry software of ab initio programs for advanced molecular electronic structure calculations44.

MOLPRO 2015 has been used for HCl, HBr and HI; after the observation of a bug in the calculation

of the spin-orbit coupling in the computational centre software, all calculation were repeated using the

previous version MOLPRO 2012. Douglas-Kroll Hamiltonian is used and spin-orbit calculations have

been performed using the AMFI method.

� Spin-orbit e�ects in spin-free symmetry adapted basis

Spin-free and spin-orbit energies are calculated using time independent Schrödinger equation (TISE),

where eigenstates are the stationary states with Hamiltonian eigenvalues Ei:

ĤSF ·ΨSF
i = ESFi ·ΨSF

i

Ĥ ·ΨSO
i = ESOi ·ΨSO

i

(54)

Spin-free eigenvalue problem is easy to solve because energy matrix ESF is a diagonal matrix with

eigenvalues in the diagonal elements. In the case of spin-orbit Hamiltonian, only relativistic codes can

calculate directly the adiabatic spin-orbit states. However, this is not usual due to these codes do not

have many prepared methods; for example, the DIRAC code45 do not have states average CASSCF. The

main reason to why not solve directly the spin-orbit couplings is that CASSCF expansion must have

all the multiplicities and all the spin projections MS (singlets, triplets, quintuplets ...) , meaning there

should be a basis of too many functions.

As we already comment previously in section 2.3.3, a more common approach is to evaluate a posteriori

the spin-orbit coupling over a set of spin-free states, as an external term of the Hamiltonian. Spin-

orbit Hamiltonian is splitted in two parts: spin-free Hamiltonian operator ĤSF that is a diagonal matrix,

and the Hamiltonian ĤSO that contains the spin-orbit e�ects and is an zero-diagonal matrix:

Ĥ = ĤSF + ĤSO (55)

Spin-free states ΨSF are de�ned by their orbital angular momentum Λ and the electronic spin S. They

have spatial symmetry : couplings only exists between states of the same symmetry and the Hamiltonian is

block-diagonal. On the other hand, spin-orbit states ΨSO are de�ned by the orbital angular momentum

Λ, the spin S and their spin projection MS . The presence of spin-orbit coupling leads to the spatial

symmetry loss (Σ, Π), all the states can have couplings with each other and Hamiltonian matrix is
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not block-diagonal. This implies a di�culty in the study of the system in spin-orbit states; however,

symmetry can be recovered by the use of spin-free symmetry adapted basis (SA).

While dipole operator µ̂ is directional and basis rotation generates a dipole change according to the

symmetry of the molecule (what implies the existence of selection rules), Hamiltonian is a totally sym-

metric operator, meaning it does not depend on symmetry and it values zero between states of the same

symmetry. However, spin-free states with S and Ms 6= 0 are not symmetry de�ned: they must be

adapted to a de�ned symmetry basis in order to simplify the problem. Due to spin-orbit Hamiltonian is

totally symmetric, in SA basis the coupling between states of di�erent symmetry 〈φ(A1)|ĤSO|φ(B1)〉,
for example, gives zero. As a consequence, spin-orbit Hamiltonian is a block-diagonal matrix using a SA

basis.

The spin-orbit eigenstates are obtained by the diagonalization of spin-orbit Hamiltonian over a SA basis

ΨSA consisting on all the spin components of wave functions constructed using the spin-free eigenstates.

ΨSA is obtained by taking appropriate linear combinations of SF states according to the double-group

symmetry: for example, the �rst three SA states belong to A1 symmetry. The �rst SA state |φSA1 〉 comes

from 1Σ+ in SF. The second SA state |φSA2 〉 is a sum combination of 3Π SF states with MS = 1 and

MS = −1. The third SA state |φSA3 〉 is a subtraction combination of 3Π SF states also with MS = 1 and

MS = −1. Three di�erent SF symmetry states are reorganized by their symmetry in C2v point group

in order to obtain three A1 states that only can be coupled between them, simplifying the 12x12 matrix

into four 3x3 blocks:

〈φSAi |Ô|φSAj 〉 =


A1 0 0 0

0 B1 0 0

0 0 B2 0

0 0 0 A2



|φSA1 (A1)〉 = |1A1 (Ms = 0) 〉

|φSA2 (A1)〉 =
1√
2
|3B1 (Ms = +1) 〉 +

1√
2
|3B1 (Ms = −1) 〉

|φSA3 (A1)〉 =
1√
2
|3B2 (Ms = +1) 〉 − 1√

2
|3B2 (Ms = −1) 〉

|φSA4 (B1)〉 = |1B1 (Ms = 0) 〉

|φSA5 (B1)〉 =
1√
2
|3A1 (Ms = +1) 〉 +

1√
2
|3A1 (Ms = −1) 〉
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|φSA6 (B1)〉 = |3B2 (Ms = 0) 〉

|φSA7 (B2)〉 = |1B2 (Ms = 0) 〉

|φSA8 (B2)〉 =
1√
2
|3A1 (Ms = +1) 〉 − 1√

2
|3A1 (Ms = −1) 〉

|φSA9 (B2)〉 = |3B1 (Ms = 0) 〉

|φSA10 (A2)〉 = |3A1 (Ms = 0) 〉

|φSA11 (A2)〉 =
1√
2
|3B1 (Ms = +1) 〉 − 1√

2
|3B1 (Ms = −1) 〉

|φSA12 (A2)〉 =
1√
2
|3B2 (Ms = +1) 〉 +

1√
2
|3B2 (Ms = −1) 〉

� Dipoles and Spin-orbit couplings sign change

Once the spin-free and adiabatic potential energy curves are obtained for electronic and nuclear states,

both dipole and spin-orbit operators have to be expanded in vibronic states basis:

Ôi,ν1 j,ν2 =

∫ R

0

χi,ν1 · 〈φi|Ô|φj〉 · χj,ν2 dR

where χi,ν1 and φi are the nuclear (vibrational) and electronic wave functions, respectively, and Ô is the

considered operator. These integrals are made utilizing the Gauss-Legendre integration method. Poten-

tial energy matrix diagonalization at each nuclear con�guration makes the phase of the wave function

unpredictable: it can take positive or negative values. Due to this fact, dipoles 〈ψi|µ̂|ψi〉 and spin-orbit

Hamiltonian 〈ψi|ĤSO|ψi〉 have discontinuities when ψi sign changes. Therefore, it is necessary to consis-

tently �x the wave function to have a certain phase, meaning the discontinuities that occurs in the same

nuclear con�gurations in µ̂ and ĤSO has to be made continuous.

� Integration methods

Time-integration of the system of coupled di�erential equations (equation 53) is carried out using a

Runge-Kutta integration method.
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� Projection into spin-orbit eigenstates

Results obtained must be de�ned in eigenstates of the system: spin-free symmetry adapted wave functions

are not eigenstates of the system, since the matrix have o�-diagonal elements with non-zero values. SA

wave functions are eigenstates of spin-orbit Hamiltonian blocks. Using propagation in SA basis, non

adiabatic e�ects are not considered. Only spin-orbit e�ects, that change with vibronic con�gurations and

they are out of the diagonal, are taking into account. Therefore, it is necessary to project out the wave

function in a eigenstates basis:

ΨSO =
∑
i,νi

ci,νi ΨSA
i,νi

The adiabatic dynamics are obtained projecting into eigenstates of the spin-orbit Hamiltonian, meaning

in the adiabatic states.
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4 Results and Discussion

4.1 Molecular structure results

MOLPRO package allows us to perform calculations with abelian point groups, meaning those point

groups in which internal operation satis�es the commutative property. Hydrogen halides belong to C∞v

point group symmetry, and consequently the electronic structure simulations are retrieved considering a

C2v symmetry. The �rst step is to obtain the reference wave function for the equilibrium geometry of

each molecule using SCF procedure. In a second step, multi-con�gurational CASSCF method is obtained

using an (6,4) active space formed by orbital H-1s with A1 symmetry and three last halogen orbitals px,

py and pz with B1, B2 and A1 symmetry, respectively, due to bond axis is considered to be in z-direction.

In the third step, CASSCF wave function is used as the reference function to diagonalize the full

Hamiltonian and solve the eigenvalue problem within a MR-CI calculation, performed using an ANO-RCC

basis set46 and considering a Douglas-Kroll Hamiltonian to have into account one-electron relativistic

e�ects. In the fourth step, eigenenergies (potential energy for each nuclear con�guration), electronic

dipoles and the spin-orbit couplings are calculated. potential energy curves are used in eq. 4 for the

nuclear eigenvalue problem to extract the vibrational structure, where the wave functions are written in

a basis set of B-spline functions.

4.1.1 Electronic Energy Curves for HCl, HBr and HI.

Electronic Hamiltonian operator eigenvalues have been calculated as the solutions of time-independent

Schrödinger equation in the basis of spin-free wave functions:

< ϕSFi | �HSF | ϕSFj > = ESFi δij (56)

When spin-orbit coupling is not taken into account, the quantum numbers that de�ne the electronic states

are Λ, S2 and Σ. As it can be observed in pictures 1, 2 and 3 there are four adiabatic spin-free electronic

states de�ned by their projection of the orbital angular momentum Λ and their electronic spin Σ: X 1Σ+

(non degenerate), 1Π (double degenerate), 3Π (sixfold degenerate) and 3Σ+ (threefold degenerate). Since

the spin-orbit is neglected at this stage, all of them correlate to the ground state H 2S +X 2P , meaning

they have the same asymptotic energy value.

The equilibrium internuclear distances obtained with the spin-free simulations are 2.46, 2.65 and 3.02

au for HCl, HBr and HI, respectively. These bond distances are in very good agreement with experimental

results compiled by Huber50 for the three molecules, 2.41, 2.67 and 3.04 au. Total energy at ground state
1Σ+ in the equilibrium distances values -461.753 au in HCl, -2605.112 au in HBr and -7111.628 au in HI.
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Figure 1: Spin-free (top picture) and adiabatic (bottom picture) electronic potential energy curves of
HCl molecule. Energies have been calculated using MRCI method.
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Figure 2: Spin-free (top picture) and adiabatic (bottom picture) electronic potential energy curves of
HBr.
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Figure 3: Spin-free (top picture) and adiabatic (bottom picture) electronic potential energy curves of HI.



4.1 Molecular structure results 32

Once spin-free quantum calculations are obtained, wave functions are projected into the irreducible

representations corresponding to arbitrary symmetries in order to generate spin-free symmetry adapted

wave functions. Nevertheless, unitary transformation that generates a basis change does not modify the

Hamiltonian operator, meaning the potential curves are the same although their order is determined by

their symmetry.

When spin-orbit couplings are taken into account, adiabatic states are studied. Adiabatic potential

energy curves are calculated by diagonalizing a matrix with spin-free potential energy curves in the

diagonal-elements and spin-orbit couplings in o�-diagonal elements:

< ϕSAi | �Hel | ϕSAj > = ESAi δij + < ϕSAi | �HSO | ϕSAj > (57)

While spin-free potential curves tend to the same asymptotic limit, in adiabatic curves there are two

dissociation channels: H(2S) + X (2P 3
2
) and H(2S) + X∗ (2P 1

2
). There are eight adiabatic electronic

states that correlate to the dissociation fragment X 2P3/2: X 1Σ+, 2Σ+, 1Π (double degenerate), 2Π

(double degenerate), 1Σ− and 2Σ−. The other four adiabatic states 3Σ+, 3Π (double degenerate) and

3Σ− correlate to excited-state X∗ 2P1/2. Dissociation energies of both dissociation channels also agree

with computational references, as it is shown in table 1. The good agreement of these calculated properties

with experimental references (shown with each reference value) is evidence of accuracy.

Table 1: Dissociation energies in adiabatic states for both dissociation channels.

H(2S) +X (2P 3
2
) Reference Value H(2S) +X∗ (2P 1

2
) Reference Value

HCl 4.388 4.340 4.488 4.567 47

HBr 3.727 3.746 4.168 4.096 48

HI 3.044 3.054 4.044 3.997 49

The energy di�erence between both adiabatic dissociation channels varies depending on the molecule

considered: as expected, the heavier the halogen is, the stronger the spin-orbit is, what is observed in an

increase of the energy di�erence between both dissociation channels. The energy between both asymptotic

limits values 0.10 eV in the case of HCl, in HBr this variable values 0.44 eV and in HI it increases until

1.00 eV. Comparing with experimental results, HCl, HBr and HI energy di�erences between X 2P 3
2
and

X∗ 2P 1
2
are 0.1251, 0.4652 and 0.9453 eV, meaning computational and experimental energies agree.

On the other hand, the distance value at which intersystem crossing occurs decreases when the halogen

atom weight increases: it is observed at 4.72 au in HCl, at 3.97 au in HBr and at 3.69 au in HI. As it

is going to be explained, the internuclear distance at which this transition between the two adiabatic

electronic states 3 Σ+ and 2 Π is going to strongly modify the wave packet evolution, and consequently,

the �nal fragmentation ratios.
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4.1.2 Vibrational Energy curves

Once the electronic structure and the electronic potential energy curves have been obtained for a �ne

grid and large enough range of internuclear distances, the next step is to obtain of vibrational eigenstates.

Vibrational wave functions are expanded using a basis set of 320 8th degree B-spline functions. Eigenstates

are obtained by solving the one-dimensional Schrödinger equation in a box of length 13 au length box,

shown in equations 28 and 29.

Schrödinger vibrational equation ⇒
[
− 1

2µ
∇2
R +

J(J + 1)

2µR2
+ Ei (R)−Wi,υ

]
χυ(	R) = 0

B-splines basis expansion ⇒ χυ(	R) =
∑
j

dυ,j B
k
j (	R)

where µ corresponds to the molecules reduced mass (1786.398, 1814.297 and 1822.706 for HCl, HBr and

HI, respectively), Ei (R) to the potential energy curve of each i-th electronic state as a function of the

internuclear distance R and Wi,υ are the vibrational states ν associated to the electronic state i.

By the use of B-spline functions continuum states have been discretized; for this reason, the density of

each vibrational level has to be considered in the next excitation probabilities and consequently in the

wave packet. Figure 4 shows �ve vibronic eigenstates in the ground state 1Σ+ for each molecule, and

�gure 5 shows �ve vibronic states for the �rst excited state 1Π.

Those vibrational levels with less energy than their electronic state dissociation limit are considered

bound vibrational levels, while those with higher energy are considered continuum vibrational states.

In all the three molecules there are twenty bound vibrational levels in the ground state, meaning the

twenty-�rst level is the �rst dissociative one. Figure 4 shows that energy di�erence between vibronic

levels decreases when the halogen atom weight in the molecule increases: for example, energy di�erence

between levels with vibrational quantum number ν = 0 and ν = 20 is 4.24 eV in HCl, 3.72 in HBr and

3.21 eV. This is consistent with the expected progressions in vibronic frequencies, which are inversely

dependent on the reduced mass Eν ∝ µ−
1
2 .

Zero-point energy values for HCl, HBr and HI are 0.182, 0.156 and 0.141 eV, respectively. These

results agree with the computational reference values calculated with CISD method (6-31G* basis set

for HCl and HBr, 6-311G* for HI): in HCl takes the value of 0.188, in HBr 0.164 eV and in HI 0.141

eV54. While in the ground state there are twenty bound vibronic states, the �rst excited state 1Π have

all its vibrational levels above its dissociation limit in all the molecules, as it can be observed in picture 5.

Therefore this electronic state does not have any bound state and consequently it is a purely dissociative

electronic state.
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Figure 4: Five di�erent discretized continuum vibrational states of diabatic ground electronic state 1Σ+

in HCl (top panel), HBr (middle panel) and HI (bottom panel). These levels have been calculated solving
one-dimensional Schrödinger equation in a 13 au length box with B-splines basis set.
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Figure 5: Five di�erent discretized continuum vibrational states of diabatic bound excited electronic state
1Π in HCl (top panel), HBr (middle panel) and HI (bottom panel).
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4.2 Couplings

Dipoles and spin-orbit couplings between vibronic levels of each electronic states have been calculated

and integrated utilizing the Gauss-Legendre integration method.

Ôi,ν1 j,ν2 =

∫ R

0

χi,ν1 · < φi|Ô|φj > ·χj,ν2 dR (58)

4.2.1 Dipole couplings

Dipole operator can be well understood by the knowledge of each electronic state symmetry. In spin-

free basis, symmetry is de�ned by projection of the orbital angular momentum along the internuclear axis

Λ and spin S. Consequently molecular selection rules (∆S = 0) imply that, in perpendicular direction to

molecular axis (x and y-component), only exists dipole coupling µ between electronic ground state 1Σ+

and excited state 1Π . Due to 1Π electronic state is doubly degenerated, there are two dipoles of the

same magnitude in x and y directions, meaning this state is going to be populated with x and y-polarized

laser. On the other hand, in molecular bond axis there is a permanent dipole µz of state 1Σ+ and itself.

The expansion of adiabatic picture in the spin-free symmetry adapted basis implies the use of C2v

point group symmetry, as it has been explained in section 3. Dipole operator µx, due to it works in

x-direction, acts according to B1 irreducible representation (irrep): B1 applied to A1 irrep operator gives

A1⊗B1 = B1, meaning B1 and A1 states are coupled by x-dipole. x-dipole irrep B1 applied to A2 states

gives A2 ⊗B1 = B2, meaning B2 and A2 states are coupled by x-dipole. These selection symmetry rules

imply that the ground state 1Σ+ (symmetry A1) using x-polarized light can only transfer population to

B1 states. These dipole couplings between SA states are schematically written in Table 2.

Table 2: Dipole couplings expanded in SA basis between wave functions of di�erent symmetries.

A1 B1 B2 A2

A1 µz µx µy 0
B1 µx µz 0 µy
B2 µy 0 µz µx
A2 0 µy µx µz

Figure 6 (spin-free states) and 7 (adiabatic states) shows the transition and permanent dipole couplings

as a function of the internuclear distances for HCl, HBr and HI. Left side panels show the couplings for

the light polarization vector on the molecular axis (z-direction), while right side panels show the couplings

for the light polarization vector perpendicular to the molecular axis (x and y-direction).
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Both on spin-free and adiabatic states, it is noticed that the heavier the halogen atom, the larger

is the maximum value obtained for the dipole coupling in x,y-direction (left panels) and the more is

shifted to larger distances. HCl dipole maximum in spin-free states values 0.73 D (R = 1.04 au), in HBr

0.81 D (R = 1.32 au) and in HI 0.96 D (R = 1.79 au). After the maximum value, 1Σ+ −1 Π dipole

decreases drastically in all the three molecules, and slope is the highest in HI. Relevant values in a one-

photon transition from the ground state are those around the equilibrium internuclear distances (due to

dynamics starts in Franck-Condon region) working in perpendicular with respect to the bond axis (x or

y-direction): this is 0.22 au in HCl, 0.19 au in HBr and 0.04 au in HI (values marked with a point in �g.

6).

On the other hand, dipole couplings in bond axis (z-direction, right plots in �gure 6 and 7), unlike in

the x and y directions, decreases its value when the halogen atomic number increases. The permanent

dipole µ11 does not change in both spin-free and adiabatic picture, but in the adiabatic picture it is also

observed the presence of coupling µ13 with state 3Σ+.

HBr adiabatic dipole moment curves are similar to those obtained by Valero et. al.55 and Smolin48

works, who follow this same procedure. Werner and Rosmus work56, using SCEP/CEPA (self-consistent

electron pair / coupled electron pair) wave functions, show spin-free dipole moments in the vibrational

ground states are calculated to be (experimental values in parenthesis) 1.120 D (1.1085 D) for HCI and

0.829 D (0.828 D) for HBr.
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Figure 6: Dipole couplings of spin-free states as a function of the internuclear distances for HCl (top
panels), HBr (middle panels) and HI (bottom panels). Left side panels show the couplings for the light
polarization vector perpendicular to the molecular axis (from 1Σ+ to 1Π). Right side panels show the
couplings for the light polarization vector light polarization vector on the molecular axis (permanent
dipole associated to the fundamental state). Empty points indicate the molecular equilibrium distance.
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Figure 7: Dipole couplings of adiabatic states as a function of the internuclear distances for HCl (top
panels), HBr (middle panels) and HI (bottom panels). Left side panels show the couplings for the light
polarization vector perpendicular to the molecular axis (from 1Σ+ to 1Π,2Π,3Π). Right side panels show
the couplings for the light polarization vector on the molecular axis (permanent dipole associated to the
fundamental state and from 1Σ+ to 3Σ+).
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4.2.2 Spin-orbit couplings

Spin-orbit couplings are expanded in spin-free symmetry adapted basis to rearrange the spin-orbit

Hamiltonian matrix by symmetry and only have couplings between states of the same symmetry:

〈φSAi |ĤSO|φSAj 〉 =



1Σ+ 2Σ+ 3Σ+ 1Π 2Π 3Π 1Π 2Π 3Π 1Σ− 2Σ− 3Σ−

1Σ+ A1 A1 A1 0 0 0 0 0 0 0 0 0

2Σ+ A1 A1 A1 0 0 0 0 0 0 0 0 0

3Σ+ A1 A1 A1 0 0 0 0 0 0 0 0 0

1Π 0 0 0 B1 B1 B1 0 0 0 0 0 0

2Π 0 0 0 B1 B1 B1 0 0 0 0 0 0

3Π 0 0 0 B1 B1 B1 0 0 0 0 0 0

1Π 0 0 0 0 0 0 B2 B2 B2 0 0 0

2Π 0 0 0 0 0 0 B2 B2 B2 0 0 0

3Π 0 0 0 0 0 0 B2 B2 B2 0 0 0

1Σ− 0 0 0 0 0 0 0 0 0 A2 A2 A2

2Σ− 0 0 0 0 0 0 0 0 0 A2 A2 A2

3Σ− 0 0 0 0 0 0 0 0 0 A2 A2 A2



Therefore, for example, ground state 1Σ+, belonging to A1 symmetry, only have spin-orbit (SO)

couplings with the other two A1 states. With 2Σ+ electronic state couples in the real Hamiltonian

part and with 3Σ+ electronic state couples in imaginary Hamiltonian part, so both spin-orbit couplings

have the same module and di�er by their phase. Figure 8 shows SO couplings module between A1 states

(1Σ+ and 2Σ+) and between B1 states (1Π and 2Π) for the three molecules.

First of all, in both irreps SO coupling magnitude increases with the atomic number. This fact �ts

to the Douglas-Kroll Hamiltonian operator that directly depends on atomic number, as it is shown in

equation 35. Secondly, the evolution of SO coupling with respect to the distance explains the use of

symmetry adapted basis: if these SO couplings and the energy di�erence between spin-free states were

constant with distance, the evolution of the system would occur in adiabatic states (eigenstates of the

system). Nevertheless, at shorter distances SO coupling varies; in fact, at equilibrium distance occurs the

highest spin-orbit variation. This is the reason why it is di�cult to work directly in adiabatic states.

At larger distances from equilibrium, SO coupling keeps a constant value and energy di�erence between

states is also constant, i.e. there cannot exist population transfer between coupled states. At this point,

SO atomic value is reached: it values 0.00174, 0.00762 and 0.01729 au for HCl, HBr and HI, respectively.

In A1 states the constant coupling is reached at R = 2.83 au in HCl (Req = 2.41 au), at 3.59 au in HBr

(Req = 2.67 au) and at 4.06 au in HI (Req = 3.04 au).
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Figure 8: Spin-orbit (SO) couplings modules between states of A1 (top panel) and B1 (bottom panel)
irreps. in HCl, HBr and HI. SO coupling e�ects have been calculated in spin-free symmetry adapted
basis. Empty points indicate the molecule equilibrium distance.
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4.3 Quantum wave packet propagation

4.3.1 Laser description

In the present work, we are investigating the dynamics in the time scale of a few femtoseconds (2-14 fs),

which is too short to allow for molecular rotation55;57. Light pulses with low intensities are considered,

such that non-linear processes can be disregarded; laser intensity is 1012 W cm−2, that corresponds to a

�eld maximum amplitude E0 = 5.33761 · 10−3 au.

Total pulse duration is �xed in T= 2 fs (82.6788 au) and it is de�ned with a sine-squared envelope

function F(t). Light polarization vectors perpendicular (Ex and Ey) and parallel (Ez) to molecular axis

are employed. Electric �eld is numerically described in equation 59.

E(t)

E(t) = 0.00533761 · cos2
(

π
82.6788 · t

)
· cos (ωt) t = [0, 2 fs]

0 t = elsewhere
(59)

Since both x and y-directions are equivalents in C2v point group with respect to the bond axis (z-axis),

wave packet propagation is shown only for the x-direction (identical results are obtained along the y-

axis). In order to carry out a meaningful comparison between the three molecules, di�erent central pulse

frequencies are employed for each molecule.

Central frequency of the pulse is chosen to be resonant with the transition to the �rst excited state (1Π

in spin-free, 1Π in adiabatic). The heavier the halogen, the closer in energy are the eigenvalues; therefore,

the resonant excitation occurs at lower frequencies. Speci�cally, we will use the excitation frequencies in

a vertical transition from the equilibrium distance, i.e. 7.10 eV (0.261 au) for HCl, 6.05 eV (0.222 au) for

HBr and 5.08 eV (0.187 au) for HI. Total duration and laser intensity are kept constant.
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Figure 9: Electric �eld as a function of time (left side panel) and frequency (right side panel) for the three
pulses employed for the three molecules. Central frequencies are chosen to be resonant with the vertical
transition to the �rst excited state (1Π working in spin-free, 1Π working in adiabatic). Total duration
and laser intensities are �xed at 2 fs and 1012W/cm2.

Figure 9 shows the ultrashort pulses employed to excite the molecules as a function of time (left panel)

and as a function of energy (right panel). Di�erent central frequencies are used depending on the molecule,

which is clearly shown in the energy distribution of the pulses shown on the right side panel: maximum

of the �eld amplitude Fourier transform |Ẽ(ω)|2 is at the photon energy di�erence between 1Σ+ and 1Π

in order to obtain the highest possible excitation probability.
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Figure 10: Potential energy curves of the three hydrogen halides with respect to their ground states.
The four states are those involve in the dynamics of excitation with x-polarized light. Energy di�erence
shown in arrow is the photon energy used for the laser pulse.
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4.3.2 TDSE solution: wave packet propagation

Once spin-free symmetry adapted and adiabatic potential energy curves, dipole and spin-orbit couplings

between vibronic states and the laser pulse features are known, the next step is to solve the time-dependent

Schrödinger equation, to obtain the time evolution of coe�cients cj(t), i.e. the combination of the basis

functions that represents the wave packet Ψ(t). TDSE is solved in the interaction picture in the length

gauge using Runge-Kutta integration method.

Ψ(t) =
∑
j

cj(t) |ψj〉

i
∂C(t)

∂t
=
[
T̂N + V̂el − Λ + ĤSO + µ̄ · Ê(t)

]
C(t)

Time propagation is performed for times up to 14 fs; at t = 14 fs the nuclear wave packet distributions

reach internuclear distances around 10 au, i.e. for longer times the nuclei will reach distances around

the radial box edge (Rmax = 13 au) in which vibrational Schrödinger equation has been solved, and

nonphysical re�ections will show up.

Figure 11 shows the wave packets propagation over spin-free (SF) states for the three molecules,

meaning spin-orbit coupling is not included. The dynamics follows the same trend in the three molecules:

due to the presence of a dipole coupling µx between 1Σ+ and 1Π states, x-polarized laser causes transfers

population from ground state to excited state and double-degenerated 1Π electronic state is populated.

Due to moment distribution occurs only in this state, at the end of the propagation the spin-free wave

packets achieves only the dissociation channel H(2S) +X(2P ).

At the end of the pulse (t = T = 2 fs), the excited state 1Π is populated and the density of excitation

probability in all the molecules is still located close to the molecular equilibrium distance, as it is observed

in black line of �gure 11). Nuclear wave packets are located around 2.43, 2.74 and 2.87 au in HCl

(Req = 2.41 au), HBr (Req = 2.67 au) and HI (Req = 3.04 au), respectively. This means that at the

beginning, the molecule has been excited but the nuclei had not too much time to move away from the

initial distance given by the equilibrium geometry of the ground state.

After the pulse ends (t > 2 fs), wave packets evolve towards larger internuclear distances. With the

evolution in time, the wave packets distributions are wider in the range of internuclear distances, meaning

the probability distributes over a larger range of nuclear geometries. Working in spin-free states, since

the nuclear wave packet moves over the purely dissociative state 1Π in all the halides, with the evolution

the nuclei accumulate momentum and it keeps moving forward, i.e. it keeps dissociating.
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Figure 11: In diabatic picture (spin-free Hamiltonian), 1Π state wave packet evolution of the three
hydrogen halides. Excitation from ground state has been done with a x-polarized laser pulse.
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Comparing the three hydrogen halides propagation in spin-free, the highest excitation probability

occurs in HCl and the lowest in HI. This occurs because, although the maximum dipole coupling between
1Σ+ and 1Π states has the highest value in HI, the relevant values are those in the Franck-Condon region,

meaning those in the range covered by the ground state. As it can be noticed in �gure 6, transition

dipole moment at the equilibrium distance values around 0.22, 0.19 and 0.05 au for HCl, HBr and HI,

respectively. This is the reason why our one-photon excitation probabilities follow this trend.

The goal of this work is to explore the relevance of the spin-orbit couplings in hydrogen halides

molecular dissociation. Therefore, working with spin-free symmetry adapted (SA) representation, spin-

orbit operator is included in the Hamiltonian, what allows the coupling of electronic states with the same

symmetry. Figure 12 shows the wave packets in the three SA states belonging to B1 irrep at four di�erent

times: 2, 6, 10 and 14 fs. The same laser has been used for both spin-free and adiabatic simulations, i.e.

at each evolution time the sum of the three SA states (1Π,2Π,3Π) wave packets probabilities gives the

same probability that SF (1Π) wave packet:

|ΨSF
1Π (R, t)|2 = |ΨSA

1Π (R, t)|2 + |ΨSA
2Π (R, t)|2 + |ΨSA

3Π (R, t)|2

In the �rst place, in HCl, when the laser pulse ends (t = 2 fs) the only wave packet with signi�cant

probability is the 1Π adiabatic state, i.e. there has only been population transfer from ground state

1Σ+ to excited state 1Π. Over the evolution of the wave packet, the excitation probability of 1Π state

decreases while 2Π and 3Π probability increases. This means that there have been population transfer

to 2Π and 3Π states, i.e. population transfer between B1 states along the potential curve occurs due to

the presence of previously explained spin-orbit couplings 〈B1| ĤSO |B1 〉, observed in �g. 8.

At the end of the HCl propagation (t = 14 fs), 1Π state is the one with largest probability and it is

remarkable that excitation probability is higher in 2Π state than 3Π. Due to SO coupling with 1Π state

values the same for both states at equilibrium distance, this probability di�erence must occur because the

presence of a higher energy gap between 1Π and 3Π, as it can be noticed in their energy curves (�g. 1).

At larger distances the highest populated states 1Π and 2Π lead to dissociation channel H(2S)+X(2P 3
2
),

while the dissociation via H(2S) +X∗(2P 1
2
) in 3Π wave packet has less density of probability.

In the second place, in HBr, just when the pulse ends (t = 2 fs) it is observed not only 1Π wave packet,

but also the 3Π state is populated, and the maximums are placed at the same internuclear distance. As

wave packets evolve, there is population transfer between the three B1 states and it is observed di�erence

in the wave packets velocities: at t = 6 fs, maximums of 1Π and 3Π are at the same internuclear distance

but 2Π state maximum is placed at larger distances. At t = 14 fs, state 1Π is at the longest distance,

state 2Π is at the shortest distance and state 3Π is in the middle of the previous ones. In fact, at the end

of the propagation the 2Π wave packet is the one with the highest excitation probability. This occurs

because spin-orbit coupling between B1 states is much larger in HBr than in HCl.
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Figure 12: In adiabatic picture (including spin-orbit Hamiltonian), wave packet evolution of the three
symmetry B1 states (1Π, 2Π and 3Π) of the three hydrogen halides. Excitation from ground state has
been done with a x-polarized laser pulse.
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In the third place, wave packet equilibrium distance changes are even more remarkable in the case of

HI. At the beginning of the propagation t = 2 fs, total probability is distributed over the three states: 1Π

is the highest populated state but there is signi�cant population transfer to 2Π and 3Π states, much more

than in HCl and HBr because spin-orbit coupling is much higher in HI. Due to potential energy curves

of the three states have di�erent gradients (�g. 3), the nuclei accumulate momentum di�erently: 1Π and

3Π states have parallel gradients, they have the same velocity and for this reason they are centered at

the same distance, but 2Π gradient is much greater, it accumulates momentum at higher velocity (more

momentum and more energy in less time) and it is centered at a longer distance.

At t = 6 fs, nuclear wave packets are centered at di�erent distances (3Π and 1Π at largest and shortest

distance, respectively) and are distributed over a range of internuclear distances between 3.5 and 5 au. As

HI potential energy curves shown, at these distances the three states have crossed and present a strong

coupling, observed in their strong energy splitting.

At t = 10 fs, two di�erent peaks can be perfectly distinguished in 1Π state (red line), meaning now

there are two components with di�erent accumulate momentum in this wave packet. As in shorter times,

each nuclear wave packet accumulates momentum di�erently following its potential energy curve with its

own velocity. The second peak, due to it is situated over the distance at which 3Π maximum is placed

(6.8 au), indicates that there has been "back" population transfer from 3Π to 1Π. For this reason

the same red wave packet begins to have two peaks, what means di�erent momenta as the population

goes from into the 1Π state.

This two-peak structure of 1Π wave packet is clearer observed looking at the excitation probabilities at

14 fs: two well de�ned peaks are observed at 7.6 and 8.7 au, and again the second peak is centered at the

same distance that 3Π. Moreover, on both 10 and 14 fs, population transfer from 3Π to 1Π makes that

the wave packet that belongs to 2Π state becomes the one with highest density of excitation probability

(black line).

As a conclusion, it can be deduced that shape and velocity di�erences between the wave packets mainly

occurs due to three facts:

� The spin-orbit coupling variation: there is more population transfer between B1 states where

spin-orbit coupling variation is higher, meaning when the gradient of �gure 8 graphs is higher. This

gradient values 0.018 in HI, 0.008 in HBr and 0.002 in HCl.

� The energy gap between coupled electronic states: energy di�erence between both electronic

states is lower when the hydrogen halide mass increases, and the closer the curves are, the more

population transfer there can be. This is related with spin-orbit coupling, because there is a larger

value of spin-orbit coupling where there is less energy di�erence between electronic states.

� The energy gradient in the potential energy curve: the more the gradient in potential energy

curve, the higher is the velocity of the wave packet, i.e. the momentum accumulation with respect

to the time.
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4.3.3 TDSE solution: Probability Evolution

Excited states can be better understood not only by observing wave packets evolution, but also by

plotting the density of excitation probability |Ψ(t)|2 working in SA basis |ψSAj 〉 versus the vibrational

energy of the excited vibronic state. This is shown in �gure 13 at di�erent integration times in the three

molecules. On left panels, it is plotted the excitation probabilities of 1Π state and the probability working

in SF basis just at the end of the pulse (t = 2 fs). In spin-free system, only degenerated 1Π electronic

state is populated and there is no population transfer to other states. On right side panels, excitation

probabilities of 2Π and 3Π states are observed.

In the �rst place, the above two plots in �g. 13 correspond to excitation probabilities of the three B1

states in HCl. At the end of the pulse (t = 2 fs), there has been population transfer only from ground

state 1Σ+ to excited state 1Π, but not to other same-symmetry state has been plotted, i.e. wave packet

is basically the same as the one in spin-free 1Π state.

As time increases, wave packet moves over with a certain velocity, 1Π density of probability decreases

while 2Π and 3Π excitation probabilities increases; there has been population transfer due to the presence

of SO coupling ĤSO. 2Π state (dissociation channel H(2S)+X(2P 3
2
)) increases its population more than

3Π (dissociation channel H(2S) +X∗(2P 1
2
)) does. In fact, there is only a slight change in the excitation

probabilities, i.e. there exists population transfer from the 1Π to 2Π and 3Π, but there is no population

come back to 1Π state.

In the second place, the middle two panels, corresponding to excitation probabilities of B1 states in

HBr, di�er with those in HCl. 1Π wave packet (blue plot on the left middle picture) has less probability

than SF wave packet because excited state 3Π is populated too. In 1Π plots (left panel), from 2 to 10

fs, the probability maximum not only decreases, but also it shifts to lower energies. On 2Π and 3Π state

(right side panels), from 2 to 10 fs the probability maximum increases and it shifts to higher energies, i.e.

although population transfer occurs, the energy of the total wave packet (sum of 1Π, 2Π and 3Π) is

constant during evolution. At t = 14 fs, 1Π states maximum increases and it shifts again to the right

while 2Π and 3Π maximum decreases and it shifts to the left.

In the third place, HI molecule plots (bottom of �g. 13) show a remarkable feature: at the end of the

pulse (t = 2 fs), there is a smooth single-peak distribution for the 1Π state (blue line in left panel), and

these smooth excitation probabilities are also observed in 2Π and 3Π states (dashed and full blue lines

in the right side panel). This is clearly observed in HI due to the spin-orbit coupling between 1Π state

and 2Π and 3Π states is much larger for HI than for HCl and HBr.
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Figure 13: Density of excitation probability of the three B1 states (1Π, 2Π and 3Π) at di�erent times
versus excited vibrational state energies. Wave packets have been obtained using x-polarized laser pulse,
perpendicular to the molecular axis. Spin-free wave packet obtained at 2 fs is also plotted.
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At t = 2 fs the three electronic states have crossed, nuclear wave packets are distributed over 3.5-5.0 au

and they present a strong coupling, i.e. a strong energy splitting. Because these potential energy curves

have a di�erent gradient, nuclei accumulate momentum di�erently and it is possible to distinguish two

well di�erent peaks as the population goes into the 1Π state. At larger times such as 10 or 14 fs, this two

peaks are perfectly well-de�ned around 5.5 the �rst and 7.5 eV the second one.

Two-peaked structure is observed when states involved in spin-orbit coupling have di�erent gradient

in potential energy curves. Therefore they have di�erent momentum accumulation with respect to the

time, what is re�ected in maximum shifted to di�erent energies. Although population transfer back is

more noticeable in HI, these e�ects are gradually observed in the HCl and HBr. In HCl, SO coupling

has the lowest value and there is the highest di�erence between B1 states at equilibrium distance; for

this reason no momentum transference is observed between 2 and 14 fs. In HBr, SO coupling increases

and the energy separation between states decreases, meaning there is a larger energy splitting and it is

noticed population transfer.

This is the reason why in �g. 13, as an example, 1Π probability at 6 fs in HCl (black line in �st left

panel) shows a perfectly Gaussian distribution over the energies range, in HBr (black line in second left

panel) it is observed a smooth "band" on the right and in HI (black line in third left panel) two di�erent

peaks are perfectly noticed. In fact, if the propagation in HCl or HBr was carried out for a longer time

and in a larger box, there would exist stronger energy coupling, i.e. a peak in the wave packets shape

would appear.
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5 Conclusions and Future Perspectives

We have implemented a procedure for a time-dependent treatment of molecular dissociation induced by

ultrashort laser pulses, in order to investigate the ultrafast molecular dynamics in hydrogen halides photo-

dissociation process and, speci�cally, the e�ect of accounting for spin-orbit couplings in this dynamics, a

non-adiabatic e�ect. We accurately compute the excitation probabilities using di�erent laser parameters

for three hydrogen halides: HCl, HBr and HI. We examine the e�ect of the non-adiabatic couplings in

real time, tracking the evolution of coupled electron-nuclear dynamics triggered upon excitation with an

ultrashort pulse.

In this study, two di�erent approaches have been employed: �rstly, a spin-free representation of the

molecular states, where the spin-orbit couplings are ignored, and, secondly, a simulation in the adiabatic

picture properly accounting for the spin-orbit e�ects. Calculations are thus performed by using spin-free

states ΨSF , de�ned by their angular momentum Λ and their spin S, and by expanding the spin-orbit

states into spin-free symmetry adapted basis, de�ned by their angular momentum Λ, spin S and spin

projection MS , i.e. spin-orbit states are de�ned as lineal combination of spin-free states.

The time-dependent molecular wave function is calculated quantum mechanically in full dimensionality,

by numerically solving the time-dependent Schrödinger equation. We use a spectral method, where the

time-dependent wave function is expanded in a set of molecular eigenstates, which are computed within

the Born-Huang approximation. Firstly, the Quantum Chemistry package MOLPRO has been used

to obtain the electronic structure at di�erent nuclear con�gurations of the molecules working with a

MRCI method and employing ANO-RCC basis sets. Vibrational wave functions are then calculated by

expanding the nuclear wave functions in a B-spline basis sets, which provides an accurate representation

of the vibrational continuum states associated to the purely dissociative electronic excited states of the

molecules. Then, dipole couplings of spin-free states and dipole and spin-orbit couplings of adiabatic

states are calculated. Afterwards, time-dependent Schrödinger equation is solved at di�erent times,

obtaining a time-resolved picture of the photo-dissociation process. The three molecules are excited by

using di�erent ultrashort laser pulses in the order of fs, time scale in which spin-orbit e�ects are observed.

It has been provide a full description to explore the excitation dynamics of hydrogen halides.

The work presented is part of an ongoing project; the next step involves the projection into the adiabatic

states to retrieve the relative ratios of the fragmentation channels, which could be directly compared with

an eventual UV-induced excitation experiment on these targets. The computational tools to perform this

projection (obtaining the rotation matrix) have been also developed, as well as the necessary codes to

retrieve fragmentation ratios. Further investigation of the possibility of manipulating the excitation

dynamics by tailoring the UV pulses is already in progress, since the numerical tools have been fully

developed for the present study.
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