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Abstract

Knowledge of actinide aqueous solution confined in clay interlayers are crucial when
designing permanent geological high level radioactive waste facilities. The actinide ions
are sealed using montmorillonite containing clays to prevent radionucleide scape. A com-
putational study of UO2+

2 aqueous solution, hydration and diffusion inside montmorillonite
clay was accomplished. The actinide-clay ab initio interaction potential was built based
on the Hydrated Ion concept. It is the first time that the hydrated ion model is applied to
a confined medium chemical problem. This potential was used to carry out NPT classi-
cal molecular dynamics simulations for montmorillonite-UO2+

2 systems with two possible
interlayer water contents. Radial distribution functions, z-density profiles and transla-
tional autodiffusion constants were calculated. The aquaion showed a partial dehydration
of the equatorial second hydration shell with respect to solution. No dehydration was
found in the axial hydration shells. This hydration structure is caused by the alignment
of the UO2+

2 axis with the clay surface. Formation of stable pentaaquo uranyl outershell
complexes was found in agreement with EXAFS studies without any external imposed
constraint. The calculated translational diffusion coefficients of UO2+

2 are lower than in
aqueous solution by a factor of five, which is within the range of values reported exper-
imentally. This diffusion happens predominantly parallel and close to the clay surface
through a hopping mechanism.



Nomenclature

DFT Density Functional Theory.

GTF Gaussian-Type Function.

HF Hartree-Fock

HI Hydrated Ion

HIC Hydrated Ion Clay Potential Interaction.

HIW Hydrated Ion-Water

HLRW High Level Radiactive Waste

IMC Intra-Molecular Cation

IW1 Ion-Water First Shell

MD Molecular Dynamics Simulation

MP2 Moller-Plesset Perturbation Theory to the second order

MSD Mean Square Displacement

PBC Periodic Boundary Conditions

PES Potential Energy Surface

QM Quantum Mechanics

RDF Radial Distribution Functions

RI Resolution of The Identity.
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u.c. Unit cell.

VAC Velocity Autocorrelation Function
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Chapter 1

Introduction

The electricity global demand has been growing since the industrial revolution of the
XIX century. An alternative found to the energetic scarcity was resorting to nuclear
energy as an emitionless cheap energy source. Unfortunately, this energy produces highl-
level radioactive waste (HLRW) that must be dealt with in a secure way. The HLRW
is initially stored in nuclear plants in the form of rods inside waste pools or dry casks
made of concrete. After several decades of on-site storage the spent fuel reduces its
radioactivity and heat production and can be transported to a permanent geological
disposal facility in which it shall be isolated permanently from the environment . The
security of such facilities must be extreme since the fisile products of the fuel remain
hazardous for millenia. Geological disposal sites of HLRW are mined tunnels or cavities
250 to 1000 meters underground sealed and in principle isolated from the environment.1

The main threat of these facilities is that water would reach the fuel containers corroding
the radioactive material allowing its speciation and release to the environment in the form
of aqueous ions.2

Aqueous actinides cations are one of the main potential hazards of a radioactive release
to the environment. Their involved redox and coordination chemistry in addition to
their complicated interactions with geochemical matrices3 makes their study a vast and
multidisciplinary field that encompasses both experimental and theoretical research. The
flagship metal of the actinide group is uranium. At the redox potential and pH of natural
water, the oxidation state of U is VI, being found in the form of the uranyl cation UO2+

2 . In
moderately acidic solution at low concentrations the dominant species is the pentagonal
bipyramid [UO2 · (H2O)5]2+(aq) 3 with a possible (and still debated) minor octahedral
tetraaquo species in equilibrium with it.4 The pentagonal bipyramid aquaion shall be the

4



focus of this research.

Figure 1.1: Barriers for HLRW in geological disposal facility.1

Predicting and controlling the transport properties of uranyl when released to Nature
or in the event of a container breach requires a detailed understanding of the physico-
chemical peculiarities of the dynamical interaction of the cation with the matrices it may
be exposed to. We consider that one of the most important of these matrices are clays
and clay minerals. Clay minerals are fine grain hydrated phillosilicates formed by cations
octahedrally and tetrahedrally coordinated to oxygen or hydroxide. The term clay (as
it is commonly known) is textural rather than compositional.5 It defines a material of
particulate smaller than 2 µm containing clay minerals and than can coexist with other
mineral or amorphous phases. Their cation exchange capacity and their mechanical and
plastic strength makes them ideal barrier materials for HLRW disposal facilities. Ben-
tonite clays are used in such facilities as liner or buffer material filling the space in the
repository openings between the waste material and the rock, isolating the radioactive
material from the environment should it become mobile. An additional natural barrier is
always present in the repositories, the rock in which the facility is located. This natural
barrier should also retain and dilute the release of the radiohazards if the first barrier is
passed. In some cases location of the facility is in bentonite rock.1

Bentonite rock is an absorbent impure clay mixture composed mostly of Montmoril-
lonite clay. Montmorillonite is an aluminosilicate consisting of Al,Fe, or Mg octahedra
sandwiched between two sheets of Si tetrahedra forming layers of solid material. In
between the clay layers there are hydration water layers with liquid-like dynamics and
hydrated ions. This space is known as the clay interlayer. This clay mineral belongs to
the smectites family which have in common a net negative charge in the clay layer that
is compensated by cations in their hydrated interlayer.

The model clay to be studied is a generic sodium Montmorillonite with unit cell for-
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Figure 1.2: Montmorillonite section.Al or Mg Octahedra (Pink),Si tetrahedra (Yellow), O (Red), H (White) and Na (Blue)

mula Na0.66[Al3.33Mg0.66][Si8]O20[OH]4 · n(H2O). The Mg(II) atoms are isomorphic sub-
stitutions in the lattice of the Al(III) atoms in the octahedra that give the layers a net
negative charge. The interlayer (also known as basal space) contains an aqueous cation
solution, Na+ in this case, that compensates the net charge of the layers. Montmorillonite
is a hydrophillic clay and swells due to uptake of water from its surroundings that it ab-
sorbs in its interlayer. Therefore, there are several hydration states (different values of
n) that depend on exposure to humidity. This ability to swell absorbing water can prevent
(or at least hold) water from breaking in to HLRW repositories.

The main reason to use clays as barrier materials is their sorption capacity to capture
cations (e.g. UO2+

2 ) into their interlayer from the surrounding and release some cations
previously inside their interlayer. This process is know as ionic exchange. There are two
main sorption mechanisms: physisorption and chemisorption.3 In the first mechanism the
aquaion is held within the clay particle by intermolecular forces (dispersion, H-bonds,
electrostatic interactions etc.) and none of the clay atoms enter the first hydration shell.
These are known as outer-sphere complexes. On the other hand, a chemisorbed aquaion
bonds directly to clay atoms which enter and disrupt the first hydration shell. These are
known as inner-sphere complexes. Both processes can coexist and compete.

Catalano et al.6 showed through EXAFS studies that [UO2 · (H2O)5]2+(aq) at low pH
(∼4) and low ionic strength (10−3M) binds as an outer-sphere complex. The formation of
this complex is inferred from the fact that the solution EXAFS of UO2+

2 is nearly identical
to that of UO2+

2 adsorbed to the clay, giving in both cases the same first shell coordination
numbers and distances. In contrast, at neutral pH (∼7) and high ionic strength (1M) the
equatorial solvation shell is broken and the U bonds to the clay’s edge sites forming an
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Figure 1.3: Uranyl and uranyl carbonato complexes with montorillonite.Yellow balls are uranium, and red balls are oxygen.
Montmorillonite is represented as polyhedra of SiO4 tetrahedra (blue) and AlO6 and FeO6 octahedra (gray), H is ommited.3

inner sphere complex. In this case, the solution and clay EXAFS of U are different and
for the mineral system the spectra reflects the existence of oxygen atoms different from
Oyl or water O in the first hydration shell of the actinide.

There is a large number of computational studies of clay systems using molecular
dynamics and Monte Carlo simulation.7,8 This research started 25 years ago with lim-
ited classical models due to the low computational resources available at that time.9,10

Nowadays, the models have reached time and lengths scales orders of magnitude higher
allowing the study of representative clay systems that reproduce and explain mineralogical
and chemical experimental evidence in a much more satisfactory way.

Uranyl-clay systems have been previously studied with classical simulation methods
.11–15 All of them used the empirical interaction potential model developed for aqueous
UO2+

2 solution developed by Whipff and Guilbaud in 199316 and Lorentz-Berzelot combi-
nation rules to reproduce the clay-UO2+

2 interaction. Though excellent for its time, with
nowadays access to routine quantum chemical calculations better classical force fields
based on ab initio methods can be developed to obtain more realistic molecular dynamics
simulations.

The aim of this project is to develop an improved interaction potential for the system.
Then the classical dynamics of [UO2 · (H2O)5]2+(aq) in the aqueous interlayer will be
studied to gain understanding of this technologically relevant phenomenon using molecular
dynamics simulations (MD) .
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Chapter 2

General Theory

2.1 Theoretical description of aqueous ion solutions.

The study of aqueous electrolyte solutions was one of the first areas of Physical Chem-
istry developed by prestigious scientists such as Arrehenius, Born, Debye, Hückel and
Onsager.17Their properties were rationalized using electrolyte dissociation theory and
classical electric polarization models. This formed the basis of Ionic Electrochemistry,
considered a classical discipline in Physical Chemistry.18 In the 70s of the last century,
metal ions became particularly relevant into the area of Coordination Chemistry being
the key component of metal coordination complexes.19 The role of metal ions in Biol-
ogy, Biomedicine, Metallurgy, Nuclear Technology, Environmental Science among other
disciplines is present in contemporary Chemistry.18–23

  

11aa capa capa

22aa capa capa

Bulk

Figure 2.1: Frank and Evans concentric shell model.
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Aquaions with a general formula of [M(H2O)n]m+(aq) are the structures adopted by
Mm+ in aqueous solution assuming no hydrolysis or polymerization products are formed.
The physical chemistry of aquaion containing solutions is governed by the net charge of the
complex, m+ and the polarizable nature of the water molecules. The electrostatic effects
for these systems are so strong that they extend out of the aquaion defining different
solvation shells around the central metal cation. This hydration structure was proposed
by Frank and Evans and is know as the concentric shell model 24 (see Figure 2.1).

Description of highly-charged metal cation in aqueous solutions requires complex the-
oretical approximations due to the contribution of the strong and long-rang electrostatic
interactions with the water structure. The polarizing capability of such ions is high,
strongly influencing the geometry and wavefunction of the first shell of water molecules
which are bonded to the metal. For this reason only through a quantum mechanical (QM)
approach we can study the interactions and bonding in the system. Additionally, due to
the long-range nature of the electrostatic interactions, the second and outer hydration
shells are also affected requiring to model the presence of the solvent in the system. The
simplest model to deal with this issue is the continuum solvation model, included in the
QM calculation, for example PCM.25 Unfortunately, continuum solvation methods loose
all micro-structural information related to the hydration shells replaced by the contin-
uum. The only apparent solution would be to include in the QM system a given number
of hydration shells, then becoming a semicontinuum solvation model although this would
greatly increase the expense of the calculations, among other problems.26

To study the dynamics of metal cations in aqueous solution or inside a clay mineral,
the ideal simulation method is some QM-based molecular dynamics method, such as
Car-Parrinello or Born-Oppenheimer molecular dynamics. These methods can include
periodic boundary conditions (PBC) which make the system “infinite”. But PBC come
at the cost of the inclusion of an artificial periodicity not present in liquids that can
become important if the simulation box is too small. The high computational cost of the
accurate solution of the Schrödinger equation or the Kohn-Sham equations to calculate
the forces on the atoms limits strongly the system size and the simulation time spanned.

Classical molecular dynamics and other classical mechanics-based methods have shown
to be able to predict solution properties .27,28 The simulation length and timescales avail-
able to these methods are superior to QM-MD methods in a large extent. The price to
pay for the speed of the technique is that, the model and the model’s interactions are not
derived from on-the-fly QM information, having to be chosen carefully to avoid meaning-
less results. In addition, the bonding of such systems is fixed a priori and cannot change
during the simulation.
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In most cases, non-polarizable classical potential interactions are site-site (pairwise)
which in principle cannot reproduce explicitly the many body effects present in the true
interactions unlike QM-MD. Nevertheless, there is an intermediate possibility between
QM and non-polarizable classical models which is polarizable classical force fields. In this
case, the polarization of the molecules as a function of the enviroment reproduces the
polarization present in QM interactions explicitly, which is one of the main many-body
interactions. Unfortunately, they are computationally more expensive and polarizable
interactions do not allow introducing first shell-ion charge transfer which is present in the
UO2+

2 aquaion.

In the early days of classical simulations, interaction potentials were defined by em-
pirical analytical functions with parameters fitted to reproduce experimental data. When
routine QM calculations became available, potentials were developed to reproduce the
QM interactions. Thus, the transferability of the potentials out of the range in which
they were fitted was increased significantly. Ab initio potential development allows a
progressive quality increase by improving the level of theory of the electronic structure
method, the number and geometry of structures included and the system size.

Even if classical interaction potentials are based on QM calculations, force fields are
in most cases pairwise and based on the interaction of isolated fragments (the ion and a
single water molecule). This method is inadequate to study cation-polar solvent interac-
tions. One of the problems of this description is an overestimation of the interaction as
a consequence of the electrical polarization of the solvent by the cation. Also, for high
charge cations, the true dissociation limit of the aggregate [M(H2O)n]m+ is the charge

transfer state M(m–1)+ + H2O+ instead of the expected Mm+ + H2O, as a consequence of
the relative values of the ionization energy of the water molecule and the electron affin-
ity of the metal.29 In addition, d and f series metals with partially filled orbitals are
perturbed differently by water molecules depending on the water-ion distance possibility
altering its electronic state.

In this project we will present classical non-polarizable MD simulations which satisfy
the time and length scales of the phenomena of interest. We will use QM calculations as
a benchmark to parametrize the interaction potential and thus capture the essence of the
major electronic effects (polarization, many body effects...) in an implicit way. To avoid
the known problems associated to the interaction of isolated fragments when studying
metal-water interactions we will make use of the Hydrated Ion Model .
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2.2 The Hydrated Ion Model

The generally used way to model ion water interactions in classical MD is to represent the
ion as a charged particle with a Lennard-Jones potential to incorporate dispersion inter-
actions (a “charged soft sphere” model). All water molecules of the system are identical
independently of the distance to the ion and the water model is fitted to reproduce the
bulk properties of liquid water. The ion-water interaction is represented by a coulomb
interaction and a Lennard-Jones potential (Equation 2.1) making use of the Lorentz-
Berzelot combination rules (Equation 2.2). Therefore, the interactions are obtained by
combining the properties of the individual particles and not from the complex interaction
directly. This model has the advantage of being very simple to implement and satisfac-
tory if the ions are not the subject of study, for example if they are background ions as
statistical theory of liquid state shows. Nevertheless, it gives a very limited description
of the system if any detail of the microstructure of the solvation of the ion wants to be
studied.

EvdW
ij (r) = 4εij

[(σij
r

)12

−
(σij
r

)12
]

(2.1)

εij =
√
εiiεjj σij =

σii + σjj
2

(2.2)

The research group where this project was carried out, proposed more than twenty
years ago to incorporate the classical concept of the hydrated ion (HI) to the development
of classical cation-water force fields.30 Fundamental idea of the HI model is to consider the
cation and its first hydration shell as the interacting entity with the bulk water molecules
of the solvent. This allows us to treat the first hydration shell in a completely differ-
ent manner having different charges, geometries, atom types and interaction parameters
than the rest of water molecules in the system which are modeled as bulk waters. This
model avoids the problems associated to isolated-fragment based potentials and also gives
a more detailed description of the solvation than combination-rule based force fields. Fur-
thermore, it allows the introduction of the partial charge transfer from the cation to the
first shell water molecules (although the charges are set a priori and do not change) and
includes in the parametrization the many body effects of QM implicitly.

To define the interaction of the hydrated ion and the rest of the solvent the HIW (Hy-
drated Ion-Water) potential is parametrized. This interaction potential has as a reference
the hydrated ion in its minimum energy geometry and the water molecule in the solvent
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Figure 2.2: Example calculation to construct a HIW potential.

model geometry.31 The potential energy hypersurface (PES) of interaction of the hydrated
ion and a water molecule [M(H2O)n]m+−H2O is sampled. These interaction energies are
then fitted to analytical functions of the site-site distances.

The first implementations of the model only incorporated the HIW and the hydrated
ion was modeled as a rigid body in the QM optimized geometry. To allow intra-molecular
motion in the aqua ion an additional potential was developed to describe the interaction
of the cation with its first hydration shell, know as IW1 (Ion-Water First Shell) .

For poliatomic cations like UO2+
2 an extra partition of the system can be done by

describing the intra-molecular interactions and dynamics of the hydrated ion. This is
done by defining the IMC (Intra-Molecular Cation) .

Even though an exchangeable HI model potential has been developed32–34 for several
systems, the residence time of H2O in [UO2 · (H2O)5]2+(aq) is longer than the timescales
than can be spanned by a simulation. Therefore, the first hydration shell is fixed a priori
according to the experimental evidence and the water molecules will not diffuse out of its
initial shell due the slow kinetics of the water exchange process.

This partitioning of the [UO2 · (H2O)5]2+(aq) system is reminiscent of the classical
Frank-Evans model (see Figure 2.3).24 For a system composed of the hydrated ion in
water the total energy would be:

Eint = EIMC + EIW1 + E(W-W)1st-shell
+ EHIW + E(W-W)bulk

(2.3)
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Figure 2.3: UO2+
2 (aq) interaction regions within the solution.35

There are some of molecular dynamics studies of aqueous UO2+
2 inside montmorillonite

interlayers or pores.11–15 All of them are based on “charged sphere models” and com-
bination rules interactions for the clay-UO2+

2 and UO2+
2 -H2Ointeractions. The delicate

compromise among the layered silicates, water and uranyl cation interactions suggest a
significant contribution of many-body effects in this complex system, which hardly can be
fulfilled by combination rules. In particular,the interactions of the doubly charged actinyl
with the clay and water. Using the hydrated ion model we expect to represent a realistic
flexible model of UO2+

2 in solution that solves many of the known problems of the cation
water interactions. This project’s goal is to develop, on the basis of the previously con-
structed HI model of [UO2 · (H2O)5]2+, a first principles clay-[UO2 · (H2O)5]2+interaction
potential to be used in classical molecular dynamics simulations.

2.3 QM Calculation Acceleration Methods

In this project, Moller-Plesset perturbation theory to the second order (MP2) was used
in all QM calculations. This technique scales approximately as M5 where M is the
number of primitive gaussian-type functions (GFTs). This is a prohibitive cost for medium
to large molecular systems like those we were faced with. For this reason we need to
use some approximations that while introducing small but manageable errors reduce the
computational cost of our calculations.
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2.3.1 Resolution of the Identity (RI).

The main idea of the Resolution of the Identity technique36 is to decompose 4 index
molecular orbital electronic integrals or GTF electronic integrals into a sum of the product
of 3 index integrals:

〈µλ | νσ〉 =
Mκ∑
κ

LµνκLλσκ (2.4)

Since the product of two gaussian functions produces another gaussian function, the
integral can be described as the product of gaussian functions Ωµν :

〈µλ | νσ〉 =

〈
Ωµν

∣∣∣∣ 1

r12

∣∣∣∣Ωλσ

〉
=

∫∫
Ωµν(r1)

1

r12

Ωλσ(r2)dτ1dτ2 (2.5)

The RI method is based on the description of Ωµν as a linear combination of one
electron auxiliary basis set functions η(r):

Ωµν(r) =
∑
Q

cQ,µνη(r) (2.6)

It can be shown that the optimal cQ,µν are :

cQ,µν =
∑
P

〈
Ωµν

∣∣∣∣ 1

r12

∣∣∣∣ ηP〉V −1
PQ (2.7)

Where V −1
PQ is the representation of the operator 1

r12
in the auxiliary basis set. Finally,

replacing V −1
PQ =

∑
κ V

−1/2
Pκ V

−1/2
κQ , we obtain the desired decomposition:

14



〈µλ | νσ〉 =
∑
P

∑
Q

〈
Ωµν

∣∣∣∣ 1

r12

∣∣∣∣ ηP〉V −1
PQ

〈
ηQ

∣∣∣∣ 1

r12

∣∣∣∣Ωλσ

〉

=
∑
κ

(∑
P

〈
Ωµν

∣∣∣∣ 1

r12

∣∣∣∣ ηP〉V −1/2
Pκ

)(
V
−1/2
κQ

〈
ηQ

∣∣∣∣ 1

r12

∣∣∣∣Ωλσ

〉)

=
Mκ∑
κ

LµνκLλσκ

(2.8)

This technique is exact for an infinite auxiliary basis set, unfortunately we must work
with finite basis sets that introduce some numerical error. The auxiliary basis sets are built
for each regular basis to maximize accuracy and its completeness while minimizing the
number of auxiliary basis functions. They can also be built on-the-fly by some programs.

The RI decomposition of integrals can be used to reduce the scaling of the calculation
of the coulomb operator and the 〈ab | rs〉 molecular integrals of MP2 making accessible
otherwise prohibitive calculations. It is also useful to decompose the exchange operator
but the scaling is not affected. Nevertheless, its decomposition is useful for integral
screening purposes reducing the scaling prefactor.

The RI decomposition was used in our calculations to compute the second order correc-
tion to the energy. For the initial Hartree-Fock (HF) calculation, the RIJCOSX technique,
more suited for such method, was used.

2.3.2 The RIJCOSX technique.

The RIJCOSX technique was developed by Nesse and coworkers37 to encompass the
scaling capability of RI, the speed of seminumerical integral calculation of pseudospectral
methods and potent integral screening criteria.

Pseudospectral techniques38 are based on performing numerical integration on one of
the electron coordinates while keeping analytical integration for the second. Integration
over r1 is replaced by a sum over a set of grid points {rg}:

〈µλ | νσ〉 =

∫∫
Ωµν(r1)

1

r12

Ωλσ(r2)dτ1dτ2 ≈
∑
g

Ωµν(rg)

∫
1

|rg − r2|
Ωλσ(r2)dτ2 (2.9)
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And expanding Ωµν :

〈µλ | νσ〉 ≈
∑
g

φµ(rg)

[∫
1

|rg − r2|
Ωλσ(r2)dτ2

]
φν(rg) =

∑
g

φµ(rg)Aλσ(rg)φν(rg) (2.10)

Where Aλσ(rg) are one electron three center integrals over the grid. As these integrals
combine spectral and physical grid elements they are known as pseudospectral integrals.
It can be shown that they are able to reduce the scaling of the computation of both the
exchange and coulomb operators if the number of grid points is not very large. Therefore,
the grid must be balanced to reduce the computational cost, having as less points as
possible, without compromising too much accuracy.

RIJCOSX is a complex technique that uses RI to approximate the coulomb opera-
tor and sophisticated pseudospectral computation methods for multicenter integrals of
the exchange operator. The acronim comes out of: RI on J (Coulomb) and Chain of
Spheres on X (exchange). Chains of spheres is one of the powerful pseudospectral integral
screening criteria used in the method. RIJCOSX has demonstrated to reduce significantly
the scaling of HF and hybrid functional DFT calculations.

It is important to be cautious when using RI and RIJCOSX acceleration, like when
applying any approximation. They introduce numerical errors that could be important
for accurate calculation. Nevertheless, these are typically smaller than other sources of
error (specially for RI) like basis set incompleteness, basis set superposition error and
in our case force field fitting. In addition, their errors have been found to be relatively
systematic and error cancellation can mitigate the accuracy loss.
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Chapter 3

Methods

3.1 System definition.

The system we are going to simulate using classical MD is a Na-montmorillonite clay in
which a small fraction of the Na+ ions is substituted by [UO2 · (H2O)5]2+ hydrated ions
to represent a possible scenario of actinide interaction with liner material in a HLRW
disposal facility. The montmorillonite structure is derived from a triclinic pyrophillite
structure from the literature39 based on X-ray diffraction. H atom positions have been
assigned by means of ab initio calculations. Lattice parameters are given in Table 3.1.
The value of c will depend on the hydration state that is being simulated.

Table 3.1: Unit cell parameters of pyrophillite modeled by Bickmore et al.39

a(Å) b(Å) c(Å) α(o) β(o) γ(o)
5.1488 8.9979 9.8409 91.2047 100.7358 89.6576

To obtain the montmorillonite structure we apply random isomorphic octahedral sub-
stitutions of Al3+ by Mg2+ outlawing the possibility of substituting two vertex-sharing
octahedra to fulfill Loewenstein’s rule.40 The formula per unit cell used was
Na0.66[Al3.33Mg0.66][Si8]O20[OH]4 · n(H2O). The simulation box will contain two interlay-
ers and two clay layers displaced by ~c. Each clay layer will consist of a 9 x 5 supercell
(of size ∼ 47× 45Å2). The two interlayers contain the hydration water molecules and the
Na+ that balance the negative charge of the layers. Two Na+ atoms and 5 H2O will be
substituted of each interlayer by [UO2 · (H2O)5]2+. Thus, each simulation box will contain
2 uranyl aquaions to double the statistical significance of the calculated properties but
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(a) (b)

Figure 3.1: (a)Simulation boxes under study. H (white), O (red), Na (blue), Mg (green), Al (purple), Si (yellow), U (pink).
(b) Same system but omitting the H2O.

avoiding short range aquaion-aquaion interaction. An example of the systems simulated
can be seen in Figure 3.1.

The interlayer or basal space of Na-montmorillonite may contain from 1 to 4 average
monolayers of water molecules (designed hereafter 1W-4W hydration states) depending
on the nature of the interlayer solution and the conditions of T,P, humidity and pre-
vious history of the clay. In the four states the basal spacing, d001 has been measured
experimentally but the amount, n, of water molecules per unit cell (u.c.) is unknown.
Holmoboe et al.’s molecular dynamics simulations with 5 H2O molecules per unit cell and
per hydration state reproduce the experimental d001 (See Figure 3.2).41 In our simulations
we used their criterion to fill with water molecules the interlayer and we took the initial
d001 from experiment.42We will focus our attention on hydration states 3W and 4W.

Figure 3.2: Simulated d001 as a function of nH2O per unit cell. from NPT molecular dynamics simulations.41 Experimental
X-Ray diffraction d001 values of the 1W,2W,3W, and 4W hydration states of a Wyoming type Na-montmorillonite are
shown as horizontal arrows.42
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3.2 Force Fields

In this section we shall detail the set of atom types and interaction potentials of the
system, which are commonly known as the force field of the system.

3.2.1 Clay Force Field

The montmorillonite force field is the CLAYFF force field.43 It was developed specifically
to treat hydrated and multicomponent mineral systems and their interface with aqueous
solution. This force field assigns to each atom type a partial charge and Lennard-Jones
parameters. The Lorentz-Bertzelot combination rules are used to model the van der Waals
interaction of atoms with different atom types (unless they belong to [UO2 · (H2O)5]2+).
The force field gives equal van der Waals interactions to all atom types of an element and
particularizes the charge as a function of the surroundings of the atom type in the clay.
For example, the force field gives different charges to bridging oxygens of polyhedra and
hydroxyl oxygens. It further distinguishes between oxygen or hydroxyl oxygen that form
part of a regular polyhedron or a substituted polyhedron. The model gives for Si, Al
and Mg atoms very small εii Lennard-Jones parameters making these atoms practically
charged hard spheres.The only bonded unit in the force field is the hydroxyl O-H bond
which will be treated as a rigid unit at the equilibrium bond length of the force field,
1.0 Å.

3.2.2 Water and Na+ Force Field

The CLAYFF was developed using the SPC water model.44 Even though, this would be
the ideal water model to use in combination with it, for compatibility reasons with the HI
model interactions of uranyl, Jorgensen et al.’s TIP4P model was used.45 Several simula-
tions have been run without uranyl using TIP4P in the interlayer of the montmorillonite.
The dynamics and structural properties of these simulations are very similar to those
given by the SPC model.

The TIP4P water model has the experimental geometry of liquid water but incorpo-
rates a massless auxiliary particle, q at the angle bisector 0.15 Å away from the oxygen
atom (See Figure 3.3). The molecule was treated as a rigid body in the simulation. Par-
tial charges are assigned to the H atom and q but not to the O atom. Lennard-Jones
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Figure 3.3: TIP4P H2O structure rOH = 0.9572Å, rOq = 0.15Å and ĤOH =104.52o.

parameters are assigned exclusively to the O atom but taking into account the added bulk
that the presence of the H provides.

From the many “charged soft sphere” models of Na+ available in the literature, the
one developed by Jorgensen et al. was chosen since it was built using TIP4P water.46The
reason to use a simpler model for Na+ than for UO2+

2 is that we are only interested in it
as a background electrolyte, and the Na+ aquaion does not satisfy the stability conditions
of uranyl, as it exchanges water molecules of its first shell easily.

For both water and Na+ their van der Waals interaction with other atom types was
modeled using Lorentz-Bertzelot combination rules except for their interactions with the
uranyl aquaion since these require the special treatment of the HI model. Furthermore, the
van der Waals interaction of Na+ and [UO2 · (H2O)5]2+ is neglected since the concentration
of ions in the basal space is not high enough to force both cations close together overcoming
their electrostatic repulsion.

3.2.3 UO2+
2 Hydrated Ion Model

To our knowledge there is only one standard force field for UO2+
2 . It was developed in 1993

by Whipff and Guilbaud.16 It was a naked ion model rather than HI model so parameters
were constructed only for the cation and the intermolecular interactions were defined by
means of Lorentz-Bertzelot combination rules. The parameters were chosen to reproduce
the fivefold coordination of U and other experimental information. Thought good for its
time or for less detailed description, a better force field for aqueous UO2+

2 can be developed.
Today’s QM calculations give the possibility of developing a more sophisticated force field
based on the useful idea for the HI, a new interaction potential, HI model, where the
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strong clay-doubly charged cation interaction can be damped by the presence of solvent
molecules.

The HI model for [UO2 · (H2O)5]2+ among other actinides in water solution was devel-
oped in the group.35 The model was proven to satisfactorily reproduce several experimen-
tal properties such as vibrational frequencies, autodifussion coefficient, hydration energy
etc., while giving interesting insights into the nature of the aquaion.

Figure 3.4: Optimized pentagonal bipyramid structure of [UO2 · (H2O)5]2+ at the B3LYP level of theory.

Table 3.2: [UO2 · (H2O)5]2+ optimized geometrical parameters for the D5h symmetry.

r(U-O) (Å) 2.498

r(U-Oyl) (Å) 1.748

α(Oyl-U-Oyl) (o) 180.0

r(O-H) (Å) 0.970
α(H-O-H) (o) 106.6

The QM calculations were all carried out using Gaussian09 .47 The employed method
was Density Functional Theory using the B3LYP functional. The U atom is described by
using a Stuttgart semirelativistic pseudopotential (SDD)48 that replaces 60 core electrons,
the rest are treated explicitly with the basis functions [14s13p10d8f6g][10s9p5d4f3g]. For
the H and O atoms aug-cc-pVDZ basis sets were used.49

The basis of the model is the optimized structure of [UO2 · (H2O)5]2+ with pentagonal
bipyramid geometry imposing D5h symmetry (See Table 3.2 and Figure 3.4). Using this
structure, the wavefunction is polarized using PCM25 to include the average effect of the
continuum dielectric solvation. The electrostatic potential generated by the wavefunction
is used to fit the effective atomic charges of the hydrate using the CHELP scheme (Table
3.3 ).50 The effective charges remained fixed during the rest of fitting procedures.
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Table 3.3: Effective CHELPG charges of [UO2 · (H2O)5]2+.

a.u.
qU 2.8009
qO -1.0489
qOyl

-0.5457
qH 0.5535

The PCM method is only applied to obtain the charges, but not to calculate the
interaction energies because polarization effects of the bulk solvent on the hydrated ion
should impact mostly its charges and not its van der Waals interactions. For the case of
the HIW in which there is solvent-solute electric polarization, since the atomic charges
are fixed this polarization is incorporated implicitly in the non electrostatic terms of the
fit. In this way, we avoid the double counting of terms that would be present if we used
in all QM calculations.

IW1 potential construction.

First of all, the IW1 potential is built by calculating the interaction energies defined in
Equation 3.1 for a series of 150 structures, i, of [UO2 · (H2O)5]2+. In these structures, the
aquaion is deformed by performing radial scans of one of the (H2O)I molecules moving
away from the U atom in their hydrate minimum geometry and deformations of the
UO2+

2 cation along its vibrational normal modes (asymmetric and symmetric tensions and
bending). The first hydration shell water-water contribution of the structure is subtracted
to obtain EIW1. The water-water interaction is modeled with the charges of Table 3.3 and
the Lennard-Jones parameters of TIP4P water. Finally, the EIW1 is fitted to a site-site
rn polynomial plus the electrostatic interaction (Equation 3.3). The standard deviation
of the fit is lower than 1 kcal mol−1.

Ei
int = Ei

[UO2·(H2O)5]2+
− Ei

[UO2]2+
− 5E(H2O)I

(3.1)

EIW1 = Eint − E(H2O)I−(H2O)I
(3.2)

EIW1 =

OI sites∑
i

CUO
4

r4
UO

+
CUO

6

r6
UO

+
CUO

8

r8
UO

+
CUO

12

r12
UO

+

H2O sites∑
i

qUqi

rUi

(3.3)

22



IMC potential construction.

For the IMC interaction potential the U-Oyl interaction had to be computed in the pres-

ence of the first hydration shell which affects greatly the UO2+
2 wavefunction modifying

its interaction. Thus, we model the interactions of UO2+
2 embedded in the hydrate. This

was done by initially calculating the total interaction energy:

Etot
int = Ei

[UO2·(H2O)5]2+
− EU6+ − 2EO2− − 5E(H2O)I

(3.4)

were (H2O)I represents a water molecule with the gas phase optimized geometry in
the uranyl pentahydrate. This energy has three components:

Etot
int = EIMC + EIW1 + E(H2O)I−(H2O)I

(3.5)

Rearranging we obtain the energy expression for EIMC, that was fitted to the same
geometrical structures as the IW1.

EIMC = Etot
int − EIW1 − E(H2O)I−(H2O)I

(3.6)

The IMC potential was fitted to a functional form similar to IW1, Equation 3.7.
The standard deviation of this fit was lower than 3.5 kcal mol−1. If only structures with
energy lower than 15 kcal mol−1 are considered the standard deviation becomes lower than
0.5 kcal mol−1.

EIMC =

Oyl sites∑
i

C
UOyl

4
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UOyl

+
C

UOyl

6

r6
UOyl

+
C

UOyl

8

r8
UOyl

+
C

UOyl

12

r12
UOyl

+

Oyl sites∑
i

qUqOyl,i

rUOyl,i

(3.7)

HIW potential construction.

Finally, the HIW potential was developed using the [UO2 · (H2O)5]2+-H2O PES sampled
by performing 1000 calculations on the grid derived from Figure 3.5 including different
orientations of the second-shell water molecule for each point. In this case, the HIW
energy expresion is simply the hydrate-water interaction (Equation 3.8) and like in the
previous potentials is fitted to a site-site A

rn
polynomial plus the electrostatic interaction
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Figure 3.5: [UO2 · (H2O)5]2+-H2OPES sampling grid to generate the HIW interaction potential.

(Equation 3.9). The standard deviation of this fit was lower than 2 kcal mol−1 when all
the points fitted are included.

Etot
int = E[UO2·(H2O)5]2+−H2O − E[UO2·(H2O)5]2+ − EH2O (3.8)

EHIW =
Water sites∑

i

HI sites∑
j

Cij
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+
Cij
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+
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12

r12
ij

+
qiqj
rij

(3.9)

3.2.4 Montmorillonite [UO2 ·(H2O)5]
2+(aq) interaction potential,

the HIC interaction.

To our knowledge, Molecular dynamics simulations of UO2+
2 -containing montmorillonite

systems have been carried out in all cases the UO2+
2 cation has been described using the

model developed by Whipff16 and the Lorentz-Bertzelot combination scheme. A hydrated
ion-clay interaction was developed with the aim to build a first-principles model in the
new intermolecular potential, that we denote as the Hydrated Ion-Clay potential (HIC) .

The challenge of this model is that we would have to simultaneously fit the interaction
between the atoms of the hydrated ions and a big number of atoms in a solid surface.
There are several significant differences in the potential developed with respect to the
previous potentials developed by the group. First of all the symmetry of the interaction is
not close to spherical like in the HIW case. Additionally, the surface of the clay presents
different interaction sites. Finally, the cost of studying these interactions will be very high
due to the large number of atoms of the clay requiring some modeling decisions.
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Figure 3.6: Montmorillonite surface sites for uranyl interaction: hexagonal,triangular and direct oxygen interaction.

(a) (b)

Figure 3.7: Montmorillonite clusters modeling the hexagonal, Figure 3.7a and oxigen site 3.7b. H (white), O (red), Al
(pink) and Si (yellow).

We can consider to be three sites of interaction with the surface: a hexagonal site, a
tringular site and direct interactions with oxygen atoms of the clay surface (oxygen site)
(see Figure 3.6). The orientation of the aquaion must also be taken into account since it
should have the freedom to rotate in solution. Due to the high cost of the calculations
involved, we studied two sites, the hexagonal and the direct oxygen interaction. The QM
calculations of the first were used as a training set to fit the HIC potential and then the
QM calculations of the second were used as a control to check if in a very different type
of site the potential was adequate.

In order to model the surface we built small clusters derived of the two surface
sites. QM calculations of clay-clusters interacting with [UO2 · (H2O)5]2+had already
been reported in the literature.51,52 First of all, we considered clusters without Mg2+

cations. They are hard ions and in the CLAYFF their van der Waals interactions are
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(a) (b) (c)

(d)

Figure 3.8: Clusters-aquaion scans used to parametrize the HIC interaction. Figures 3.8a-c represent the hexagonal site
scan with tilt angles: 0o, 45o, 180o. Figures 3.8d represent the O-site scan with tilt angles: 45o. H (white), O (red), Al
(turquoise), Si (yellow) and U (pink).

basically repulsive. Therefore, it is reasonable to think that their interaction with the
[UO2 · (H2O)5]2+is purely electrostatic. To deal with clusters of reasonable size, they con-
tained a part of the tetrahedral Si layer and the octahedral Al layer but not the last Si
layer. The cluster was cut out of the crystal structure and the relative atomic positions
were not varied or optimized. The aluminosilicate cluster was then saturated with H
atoms to make it closed shell and neutral. The two surface clusters can be seen in Figure
3.7. The hexagonal cluster has 98 atoms and the O site cluster has 101 atoms.

For the training set of QM single point calculations, scans where the aquaion ap-
proaches vertically on the geometrical center of the surface O hexagon were performed.
They were computed with three orientations of the UO2+

2 ,forming 0o, 45o and 180o (scans
1 to 3) angles with respect to the surface as sketched in Figures 3.8a to 3.8c. The dis-
tance, z from the closer Oyl to the clay surface ranged from 0 Å to 13-15 Å depending
on the point in which the classical electrostatic interaction and the QM interaction con-
verge. The scan step was 0.25 Å for z < 6.0 Å and for z > 6.0 Å, 1 Å. In all calculations,
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the aquaion was kept in its optimized geometry. The control single points of the O-site
cluster-[UO2 · (H2O)5]2+interaction were carried out with a single scan with a 45o angle
(scan 4, Figure3.8d).

All QM calculations were carried out using ORCA,53 at MP2 level using the frozen
core approximation. For U, Si, Al the Stuttgart semirelativistic pseudopotentials were
added to remove respectively 60, 10 and 10 electrons from the core and the rest were
treated with basis sets [14s13p10d8f6g], [10s9p5d4f3g], [4s4p][2s2p] and [4s4p][2s2p] re-
spectively.48,54 The rest of atoms are treated with Dunning’s aug-PVDZ basis set.49 The
basis set superposition uncertainty was neglected since it is very likely that the fitting
procedure introduces more error in the classical interactions obtained that the basis set
superposition error.

The interaction energy for a given aggregate structure, i, to be fitted was defined by
the following relation:

Ei
int = Ei

[UO2·(H2O)5]2+− clay
− E[UO2·(H2O)5]2+ − Eclay (3.10)

In the aggregate, the optimized geometry of [UO2 · (H2O)5]2+and the clay geometry cut
out of the crystal structure were used. What changes for each aggregate is the distance and
orientation of the aquaion. In our model force field equation the pure coulomb electrostatic
interaction was considered to be separable from the non-coulomb term. This term is
mostly van der Waals interactions but also includes implicitly into the parametrization
for the aquaion-clay polarization and other many-body effects that come out of the QM
interaction.

Ei
int = Ei

Coul. + Ei
non-Coul. (3.11)

The ideal way to calculate the coulomb term of the interaction would be to calculate it
using the CLAFF effective charges. Unfortunately, these charges are representative of the
clay condensed phase and are different of those of the gas phase clay cluster. Therefore,
the coulomb interaction was calculated for each structure with the CHELPG50 charges of
the clay cluster in the gas phase and the HI model charges of the aquaion. Although the
CHELPG charges used to parametrize the HIC interaction are different of those in the
CLAYFF , we must use in the simulation the original charges of the CLAYFF in order to
represent correctly the intra-clay and clay-solution interactions. Since the coulomb term is
considered to be separable from the non-coulomb term, we can take this last term obtained
in a different context (gas phase cluster interactions) to the target system. The charges
obtained from the gas phase clay cluster are similar on average to those of CLAYFF. This
supports the integrability of the CLAYFF, the HI model and HIC interaction.
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The non-coulomb interaction is fitted to the difference between the QM interaction
energy and the classical electrostatic term calculated with the CHELPG charges. We
modeled this HIC interaction as only containing interactions between the U, Oyl and
OW1 (first shell water O) with the O and OH (hydroxyl oxygen) of the clay, to which
we shall refer collectively as Oclay. The cluster’s O and OH are given the same non-
coulomb interaction since it is reasonable to think that their interactions with the aquaion
are similar. In fact, the CLAYFF gives both the same Lennard-Jones parameters. The
interactions between the Al, Mg, Si and H atoms of the clay with the aquaion are neglected
since they are hard atoms and in the CLAYFF they are given negligible or 0 Lennard-
Jones εii. For the interactions between Oyl and OW1 and Oclay a 4 term r−n polynomial
was used like in the aquoion’s HI model. For the case of the interaction of the clay with
the U atom it is necessary to change the interaction’s functional form making it very
local and closer to a repulsive wall due to the high partial charge of the actinide atom
that limits its capability for dispersion interactions. Therefore it was fitted to a 12-10
potential. The full HIC is presented bellow:

Eint =
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i

clay∑
j

qiqj
rij
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3.3 Molecular Dynamics Simulations

All molecular dynamics simulations were done using DL POLY .55 The force fields and
the system described previously were used. The simulation integrator was Velocity Verlet.
For the rotational motion of the rigid bodies (the water molecules and the hydroxyl
OH-H units) the Euler equations of motion are integrated through quaternions with the
NOQUISH algorithm. The integration time step chosen was 1 fs. PBC were applied and
the Smoothed Particle Mesh Ewald technique (equivalent to the Ewald Sum) was used to
calculate the electrostatic interactions. The van der Waals interactions were truncated at
a cutoff radius of 14 Å. To set the average simulation temperature of the system to 300 K
the Nose-Hoover thermostat was applied with a characteristic time of 0.5 ps. For NPT
simulations, in addition to the thermostat, the Nose-Hoover barostat with an orthorrombic
constraint was applied with a characteristic time of 0.5 ps to keep the average pressure at
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1 atm. The orthorrombic constraint does not allow the barostat to change the simulation
box angles. Thus, only the diagonal terms of the stress tensor of the system are affected
by the barostat.

The stages of the molecular dynamics simulations were:

1. System minimization.

2. Thermalization: 200 ps of equilibration with temperature scaling every 0.2 ps and
500 ps of NVT production.

3. NPT simulations: 200 ps of equilibration with scaling every 0.2 ps and 2 ns of NPT
production.

Unless otherwise stated all properties were studied for the production part of the NPT
simulations.

3.3.1 Molecular Dynamics Properties

The radial distribution functions (RDF) , gαβ(r) of the system were studied. They are a
measure of the probability of finding an β particle at a distance r of a α particle relative
to the same probability in a homogeneous distribution. It can be used to define hydration
shells as peaks of high probability of finding water molecules at certain distances of the
metal. The coordination number would then be related to integral of gU−OW

(r) over the
peak. It is defined according to the formula:

gαβ(r) =
nαβ(r)

ρβ4πr2∆r
(3.13)

Where ρβ is the numerical density of β particles, ∆r is the histogram shell width and
n(r)αβ is the radial number distribution of β around α. It is formally defined as:

n(r)αβ =

〈
1

Nβ

Nα∑
i=1

Nβ∑
j 6=i

δ (|~r − ~rij|)

〉
(3.14)

Where δ(x) is the Dirac delta function and Nβ the total number of β particles. The
coordination number, ncoor is calculated with the following expression:

ncoor =

∫
Shell Peak

gαβ(r)ρβ4πr2 dr (3.15)
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For the case of a heterogeneous system the ρβ used to calculate gαβ(r) must be sub-
stituted by an effective density, ρeff

β that defines the true density that β is subject to. In
the case of our montmorillonite the effective density of the hydration water is the water
density of the interlayer and not the water density in the full simulation box since the
water does not enter the layers. Thus, to calculate gαβ(r) we must use the water density
in the clay interlayers.

Due to the laminal symmetry of the system under study it is interesting to study
another structural distribution function which is the z-density function. It gives the
average numerical density of an atom type, α at a given z value (in our simulation, the
z-axis is perpendicular to the cell surface). We will use it to study the atoms average
positions with respect to the clay surface. It is defined as:

ρ(r) =
n(z)
N

zmax
∆z

(3.16)

In our simulations we can also study dynamic properties of the particles. For example
we can compute their autodifussion coefficients, Dα. It can be measured using the Einstein
formula for diffusion:

Dα =
1

3d
lim
t→∞

d 〈r2
α(t)〉
dt

(3.17)

Where d is the number of dimensions of the diffusion motion and 〈r2(t)〉 is the mean
squared displacement (MSD) of atoms α. Apart from the diffusion in 3 dimensions the
diffusion in the clay plane (d = 2) was also studied. The MSD can be calculated as
follows:

〈
r2
α(t)

〉
=

〈
1

Nα

Nα∑
i

|~ri(t)− ~ri(0)|2
〉

(3.18)

Another way to study the dynamics of the system is through its velocity autocorre-
lation function (VAC), C(t), of the different atom types of the system. The VAC is a
measure of the average change of the velocity vector of a particle in response to its sur-
roundings. It gives an idea of how the velocity of a particle ”looses memory” (decorrelates)
of its original velocity. It is defined as:

C(t) =
〈~v(t) · ~v(0)〉
〈~v(0) · ~v(0)〉

(3.19)

The VAC can be integrated to obtain the translational autodifussion coefficient al-
though it is more convenient to use the Einstein formula. An additional interesting
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property derived from the VAC is its power spectrum which can be connected to the
normal modes of molecular motion and is related to its classical vibrational spectra. The
Fourier transform of the VAC provides the classical frequencies of the intramolecular and
intermolecular normal modes. An interesting feature of these spectra is that these normal
modes are not purely harmonic but include all the anharmonicity associated to them.
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Chapter 4

Results and Discussion

4.1 HIC Interaction Parameters

The HIC interaction potential was developed in this project. The effective charges of
this interaction potential are those of the [UO2 · (H2O)5]2+and the clay’s force field. The
non-coulomb interaction potential parameters fitted to 103 QM single points are shown
in Table 4.1.

Table 4.1: Coefficients from the fitting of the HIC interaction potential.

Coefficients kcal mol−1 Å−n Coefficients kcal mol−1 Å−n

C
OW1Oclay

4 -503.6 C
OylOclay

4 606.2

C
OW1Oclay

6 3181.8 C
OylOclay

6 -15601.5

C
OW1Oclay

8 11462.6 C
OylOclay

8 112665.9

C
OW1Oclay

12 -62929.4 C
OylOclay

12 -287278.3

C
UOclay

10 -8686428.6 σ 1.60 kcal mol−1

C
UOclay

12 67323684.1 r 0.9995

In Figure 4.1the interaction potential fitted coefficients of the HIC for the different
atom types are collected. The U-Oclay potential energy well is very deep, very local
(since it is 12-10 potential, see Equation 3.12) and has very abrupt rise to +∞. Such an
attractive potential well is a combination of the electrostastic contributions, dispersion
interactions, polarization and other many body effects that an Oclay would suffer if it got
close to the highly charged U atom. Since the partial charges of the coulomb interaction
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are kept fixed during the fitting, the change in electron density due to the polarizing effect
of U is introduced in the non-coulomb term.

Oclay interactions with the oxygen atoms of the aquaion are much weaker and can be
thought to be closer to an induced dipole-induced dipole interaction. It is worth not-
ing that the Oyl-Oclay interaction energy is slightly positive even though tends to 0 as
r → ∞. This positive interaction, which if interpreted as a van der Waals interaction
seems unphysical, is the result of compensation among interaction energies that if summed
reproduce the total interaction energy. Furthermore, these compensations are a conse-
quence of the fitting procedure which fits all pair interactions simultaneously to give the
total interaction energy correctly. In this sense, one should bear in mind, that it is not
possible to assign a physical interpretation to each pair interaction. Nevertheless, the
total fitted interaction energy is completely physical as it is reproducing QM behavior of
the system.
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Figure 4.1: Pair potential interactions for the HIC model.

The correlation diagram in Figure 4.2 plots the QM interaction energy of every single
point used to fit the potential (interaction with a hexagonal site calculations) against
its interaction energy calculated by the classical potential fitted. We can see that the
correlation is very good and there are no apparent biases in the fit. This shows that
the HIC potential is well fitted (standard deviation, σ = 1.60 kcal mol−1, correlation
coefficient, r = 0.9995).

Since the potential has been developed using a cluster model and using only one type
of interaction site, it seems appropriate to see how the fitted potential describes the QM
interaction energy for a different cluster modeling a different type of site than the one
used to fit the HIC potential. For this reason, QM and HIC classical interaction energies
of scan4 (described in Section 3.2.4) were computed. In this case, we are testing the

33



-120

-100

-80

-60

-40

-20

0

20

40

-120 -100 -80 -60 -40 -20 0 20 40

E
C

la
ss

ic
a
l

in
t

EQM
int

Structure Fitted
y = x

Figure 4.2: Correlation diagram for the fitted points of the HIC potential, single points modeling the interaction with
hexagonal sites. σ = 1.60 kcal mol−1 and r = 0.9995

ability of the HIC potential to extrapolate the interaction energy in a range outside of
that where it was fitted. The correlation diagram, Figure 4.3, shows that the potential
extrapolates well to this new situation specially for the lowest interaction energy values
which are the most visited in the simulation. This is corroborated by the correlation
parameters σ = 1.88 kcal mol−1 and r = 0.9970. In conclusion, regardless of any possible
interpretation of the pair potential energies, the HIC potential is capable of reproducing
the modeled QM interaction satisfactorily.
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Figure 4.3: Correlation diagram for extrapolated points using the HIC potential, single points modeling the interaction
with an O-site. σ = 1.88 kcal mol−1 and r = 0.9970
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Figure 4.4: Fourier transforms of VAC for different atom types. Figure 4.4a corresponds to a 3W clay-UO2+
2 simulation and

Figure 4.4b a aqueous solution of UO2+
2 using the HI model force field.

4.2 Velocity Autocorrelation Functions (VAC)

In Figure 4.4 the VAC power spectrum of the 3W clay and the aqueous solution of UO2+
2

simulations have been represented. The 4W VAC’s fourier transform is not displayed
since it is nearly identical to the 3W state one. Since the solution and clay VAC for the
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represented atom types are equivalent, the introduction of [UO2 · (H2O)5]2+inside the clay
does not affect the intramolecular normal modes that were already observed in solution.
Additionally no significantly different intermolecular normal modes can be seen in the
broad regions found at low wavenumbers.

At 1100 cm−1 the A2 symmetric tension of the UO2+
2 cation can be found in the power

spectra of the two atoms participating in the normal mode. The 1A1 band at 1000 cm−1

corresponds to the symmetric tension of the cation and is only found in the Oyl atom
power spectrum since U atom does not move in this mode. Around 360 cm−1 in the OW1

power spectrum we can find the 2A1 normal mode which corresponds to the symmetric
tension of all five molecules in the equatorial plane. The UO2+

2 bending normal mode can
be found at 260 cm−1 in the spectra of Oyl and U.

4.3 Simulation Visualizations

(a)

Figure 4.5: Simulation snapshot exemplifying the kind of outterphere complexes that are form. H (white), O (red), Mg
(green), Al (purple), Si (yellow), U (pink). The H2O and Na+ are omitted for clarity.

From visualizations of the molecular dynamics simulations we can grasp some qualita-
tive ideas about the behavior of the system. (The following ideas have been obtained from
visualizing the 3W and 4W hydration states) It has been observed for the two simulations
that the Oyl-U-Oyl axis of the aquaion is at all times approximately parallel to the clay
surface. The outersphere complexes that the aquaion forms with the clay surface is bound
by the first hydration shell water molecules interacting through H-bonds with the surface
O atoms. Figure 4.5 is an exemplifying snapshot of this behavior. It can be appreciated
that the complex changes the first shell H2O that directly binds to the surface frequently
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by rotating about the Oyl-U-Oyl axis.

In the simulation time (2 ns) the [UO2 · (H2O)5]2+moves only slightly away from the
surface to the center of the interlayer for small periods of time and returns to the same
clay surface. The aquaions do not seem to change the surface they interact with.

The mechanism through which the aquaion diffuses in the clay plane (the xy plane) is
a hopping mechanism.56 In this type of diffusion mechanism the diffusing species interacts
strongly with one site oscillating about a local equilibrium position for a while. When the
species collects enough kinetic energy, it leaves the site and starts moving with a higher
speed until reaching another site where it starts oscillating again. This behavior can be
observed if we plot the coordinates of an U atom as a function of time in a 3W clay
simulation, Figure 4.6. z(t) only oscillates and is approximately constant because the
aquaion is forming tightly bound outersphere complex with the surface and cannot move
perpendicular to the clay layer. On the contrary, e can see that the x and y coordinates
during some periods of time are oscillating but then move away from these positions into
other sites were they begin to oscillate again.
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Figure 4.6: Cartesian coordinates as a function of time of a U atom in the 3W clay simulation to illustrate the hopping
diffusion mechanism.

4.4 Radial Distribution Functions

In Figure 4.7 we present the RDFs obtained from the NPT simulations of this work and
their comparison with the [UO2 · (H2O)5]2+aqueous solution RDFs using the HI model of
UO2+

2 obtained from the literature.35 A ρeff is used to calculate the RDFs of the montmo-
rillonite systems using the water density within the interlayer and not the water density
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of the whole simulation box. In the case of the Oyl RDFs the first hydration shell of the
aquaion is omitted for clarity.

We can observe that the montmorillonite RDFs do not reach the limit value of 1 as
in non-confined liquids. This is because at large distances when the ion influence on the
solvent should become less important there are directions in space where water is excluded
due to the presence of the clay. Thus, there is less water molecules at long distances of the
cation than in a homogeneous system against which the RDFs are normalized. Therefore,
the exclusion of water in some areas around the cation make RDF not tend asymtotically
to 1.

The RDFs show that the first hydration shell which is fully flexible does not change its
average structure significantly due to the confinement. We can also see that in between
the second and third hydration shells the RDFs in all cases do not go to 0. This means
that there is water exchange between these shells in the timescale of the simulation.

The position of the maxima of the second and third hydration shells for all montmo-
rillonite simulations are very similar to the ones found in solution. This means that when
entering the clay, the aquaion’s hydration structure is barely affected by the presence of
the clay and a confined solvent relative to solution.

Comparing the relative height of solvation shell peaks in different systems we can study
the ordering capacity of the ion. The more defined and high the peaks are the stronger
the ordering capacity is. The RDFs show that the ordering capacity of U for the second
shell in solution and the two clay systems is the same. For the third hydration shell of
U the RDFs of the solution system is already tending to one and the clay system RDFs
cannot do so since water is excluded by the clay. Therefore, it can not be distinguished if
the reason why the solution RDFs for the third hydration shell are higher than the clay
RDFs due to a higher ordering capability of the cation or due to the exclusion of water
in the clay layer. For the Oyl RDFs, on the other hand, the Oyl orders with the same
strength in all three simulations for both the second and the third hydration shells.

Table 4.2: Coordination numbers for the montmorillonite and solution simulations.

Coordination Shell Clay 3W Clay 4W Solution
2nd U-Owater 27 25 30
2nd U-Hwater 62 58 66

2nd Oyl-Owater 9 9 10

2nd Oyl-Hwater 17 17 18

The higher similarity of the RDFs of the clay and solution systems for Oyl RDFs with
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Figure 4.7: RDFs of [UO2 · (H2O)5]2+in montmorillonite and solution. (a) U-Owater RDFs, (b) U-Hwater RDFs, (c)
U-Owater RDFs, (d) U-Hwater RDFs. In the (c) and (d) the first shell of the aquaion is omitted for clarity.

respect to U RDFs , is because U RDFs reflect mostly the equatorial solvation of the
aquaion and the Oyl RDFs the axial solvation of the ion.35 Since in clay simulations the
aquaion aligns the Oyl-U-Oyl axis parallel to the clay surface, the equatorial hydration
of the ion which is reflected more in the U-Oyl RDFs is truncated by the clay surface
because even first hydration shell is exposed to it. In contrast, the axial hydration is less
affected by the clay because the Oyl is not directly in contact with the surface and the
solution-clay similarity of the Oyl RDFs is extended up to the third hydration shell. This
fact is supported by the coordination numbers as well.

In Table 4.2 the coordination numbers of the second hydration shells of the uranyl
cation in montmorillonite and solution are presented. There is a dehydration process of
the actinyl second hydration shell in its transit from solution to the mineral phase but
only in its equatorial region since the Owater coordination numbers in solution and inside
the clay are, for the clay hydration states considered, nearly the same. It is also worth
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mentioning that the dehydration seems to be unaffected by the amount of water in the
clay interlayer since the difference in coordination number of U for the clay in the 3W and
4W states is likely to be within the uncertainty of the coordination number calculation.

In conclusion, the UO2+
2 aquaion suffers a partial dehydration process when it enters

the clay from solution. This dehydration occurs in its equatorial second hydration shell.
The axial hydration of the aquaion is the same in the clay than in solution for the first
three hydration shells. In contrast, the equatorial hydration shell’s structure is disrupted
by the clay in all shells except the first.

4.5 Z-Density Profiles

The Z-Density profiles obtained from the simulations give quantitative support to the
qualitative behavior observed in the visualization. The sharp black peaks correspond to
the Oclay atoms and thus the outermost peaks of each layer delimit the position of the solid
surfaces. There is an overlap of the Oyl and U peaks which is indicative of the parallel
disposition of the Oyl-U-Oyl axis parallel to the clay surface. In addition, the peaks are
close to one of the clay sheets with only small displacements towards the middle of the
interlayer. The U-surface distance is approximately 4 Å with the first hydration shell
in between. This is consistent with the experimentally observed outersphere complex
formation.6

It is worth mentioning that the formation of an outersphere complex is not a con-
sequence of any constraint that we have imposed on the system. The first shell water
molecules are only bound in the first hydration shell by the interaction potential with the
UO2+

2 cation. This potential imposes a high energy barriers for a water molecule to leave
the first hydration shell that comes from the sampling and parametrization of the QM
PES. But this energy barrier could be surpassed if the HIC potential was too strong and
an innersphere complex or some other artefact be formed. Additionally, if the HIC po-
tential was not attractive enough outterphere complexes would not be formed. Therefore,
it a sign of robustness of the interaction potential fitted that we correctly reproduce the
binding of the aquaion to the clay.

There is some difference between the 3W and 4W profiles. We can observe that the
[UO2 · (H2O)5]2+peaks for the 3W simulation are broader than the 4W one, showing that
in the lower hydration state of the clay the aquaions are easier to displace from the surface.
This is likely to be caused by the higher proximity of the other clay surface which attracts
the aquaion with its electric field. This effect seems to overcome the reduced mobility
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that the higher ionic strength of the 3W interlayer could produce since the higher the
positive ion concentration the path a cation can move without being repelled by another
is shorter.
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Figure 4.8: Z-density profiles for UO2+
2 -clay simulations for the 3W and 4W hydration states for different atom types. The

black lines that correspond to the Oclay atom delimit the position of the solid surfaces.
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4.6 Translational Autodiffusion Coefficients of

[UO2 · (H2O)5]
2+ in montmorillonite

The autodiffusion coefficients of the uranyl aquaion were computed using the Einstein
relation and are presented in Table 4.3. Two types of coefficients were calculated: three
dimensional and two dimensional. In the last case, only motion in the clay plane was
used to compute the MSD. The one dimensional translational autodiffusion coefficient in
the z direction (perpendicular to the surface) is also given for comparison purposes but
is only a crude approximation. They are only approximate because the simulations are
not long enough for the ensemble average to reach the diffusion regime since there is not
much motion in the z direction.

Direct measurement of translational autodiffusion coefficients in porous material is not
possible experimentally. The experimental values of autodiffusion coefficients in porous
materials are obtained using a model. What is experimentally measured is an apparent
autodiffusion coefficient that with experimental modeling of the porosity and tortuosity
(among other properties) of the material allow to obtain the autodiffusion coeffient (a
microscopical property) from a macroscopic apparent autodiffusion coefficient.

The calculated D values for the clay simulations are within the range of experimental
values of UO2+

2 diffusion in bentonite rock.

The comparison between our results and the experiment must be done with caution
since our measurement is intrinsically microscopical and the experimental is derived from
a macroscopical value using a model. Even though bentonite is mostly composed of mont-
morillonite, it is a complex material with several solid phases and a complicated structure
difficulting to extrapolate the autodiffusion coefficient measured with the coefficient of a
pure montmorillonite model system like the one studied in this work.

The theoretical values of D have been found to be nearly identical for the two clay hy-
dration states studied for three dimensional and two dimensional diffusion. As expected,
they are lower than aqueous solution coefficients by a factor of 5 due to the formation
of a stable outersphere complex. Since this binding to the surface happens in one of the
translational directions, excluding this coordinate and calculating the coefficient consider-
ing only motion in the plane, there should be an increase in its value. Unfortunately, the
uncertainty in calculating autodiffusion coefficients in molecular dynamics simulation pre-
cludes to appreciate this effect. Nevertheless, the small values of the diffusion coefficient
component perpendicular to the clay in comparison to the diffusion in the plane demon-
strates that the aquaion motion happens mostly parallel to the surface. From the diffusion
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data and other properties of the simulation, it can be concluded that the diffusion ob-
served happens predominantly through motion parallel and close to the montmorillonite
plane with a hopping mechanism and not in the middle of the interlayer.

Table 4.3: Autodiffusion Coefficients of [UO2 · (H2O)5]2+ in montmorillonite. The 2d D is calculated in the xy plane, the
clay surface in our simulations and the 1d coefficient is calculated in the z direction, perpendicular to the surface.

D(×10−5cm2 s−1) 3 dimensions 2 dimensions aprox. 1 dimension
Clay 3W 0.1± 0.1 0.2± 0.1 0.02
Clay 4W 0.1± 0.1 0.1± 0.1 0.004

Bentonite rock (exp.)57 0.095-0.28 - -
Solution (HI model)35 0.5± 0.1 - -

Solution (exp.)58 0.67± 0.01 - -
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Chapter 5

Conclusions

A first principles interaction potential for the [UO2 · (H2O)5]2+-montmorillonite interac-
tion has been developed. Further comparisons among quantum mechanical and interaction
potential computations of the interaction energy for structural arrangements not consid-
ered in the fitting procedure support the robustness of the developed potential and its cou-
pling with the clay and water models. The quantum mechanical force field was employed
to run NPT molecular dynamics simulations on montmorillonite-[UO2 · (H2O)5]2+systems
with two different hydrations states. Several relevant structural and dynamical properties
were extracted.

The VAC power spectra do not provide a way to distinguish any new intramolecu-
lar or intermolecular normal mode in the clay simulations with respect to the aqueous
uranyl solution case. The power spectra computed for the clay simulations are essentially
equivalent to those of solution.

The z-density profiles from the simulations allow concluding that in clay simulations
outersphere complexes between the aquaion and the clay surface are formed without any
external imposed constraint. This is consistent with the experimental evidence. Actinyl
aquaions were not found to change the layer they were interacting with or to spend
significant time in the interlayer during the time of our simulations. The 3W hydration
state of the clay gives the cation a larger tendency of moving away from the layer because
the opposite layer is closer than in the 4W case. The outersphere complex aligns its
UO2+

2 axis parallel to the surface with the first shell water molecules interacting with the
surface oxygen atoms.

U-Owater RDF profiles suggest a partial dehydration of the equatorial second hydration
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shell of the actinyl cation with respect to its solution hydration structure. This is a
consequence of the formation of a stable outersphere complexes. Oyl-Owater RDF shows

that UO2+
2 first hydration shell and its axial hydration shells are poorly affected by the

presence of the solid surface. This is caused by the parallel orientation of UO2+
2 cation to

the clay layer.

The computed theoretical autodiffusion coefficients are within the range of the exper-
imental values for bentonite rock. The retention capacity of the clay is quantified in the
simulations since the autodiffusion coefficients are lower by a factor of five than in aqueous
solution. No significant differences in the coefficients were found for the two different clay
hydration states studied. Due to the uncertainty in the calculation of D, no difference can
be appreciated between two and three dimensional translational autodiffusion coefficients.
Simulation results allow us to conclude that the [UO2 · (H2O)5]2+diffusion happens mostly
parallel and close to the clay plane through a hopping mechanism.
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[25] (a) Miertuš, S.; Scrocco, E.; Tomasi, J. Chemical Physics 1981, 55, 117–129; (b)
Cances, E.; Mennucci, B.; Tomasi, J. The Journal of Chemical Physics 1997, 107,
3032–3041.

[26] (a) Sanchez Marcos, E.; Pappalardo, R. R.; Rinaldi, D. The Journal of Physical
Chemistry 1991, 95, 8928–8932; (b) Mart́ınez, J. M.; Pappalardo, R. R.; Mar-
cos, E. S. The Journal of Physical Chemistry A 1997, 101, 4444–4448.

[27] Stockhausen, M. Berichte der Bunsengesellschaft für physikalische Chemie 1998,
102, 1521–1521.

[28] Hansen, J.-P.; McDonald, I. R. Theory of simple liquids ; Elsevier, 1990.

[29] Sanchez Marcos, E.; Pappalardo, R. R.; Barthelat, J. C.; Xavier Gadea, F. The
Journal of Physical Chemistry 1992, 96, 516–518.

49



[30] Pappalardo, R. R.; Sanchez Marcos, E. The Journal of Physical Chemistry 1993, 97,
4500–4504.

[31] Pappalardo, R. R.; Mart́ınez, J. M.; Marcos, E. S. The Journal of Physical Chemistry
1996, 100, 11748–11754.

[32] Galbis, E.; Hernández-Cobos, J.; den Auwer, C.; Le Naour, C.; Guillaumont, D.;
Simoni, E.; Pappalardo, R. R.; Sánchez Marcos, E. Angewandte Chemie 2010, 122,
3899–3903.

[33] Galbis, E.; Hernández-Cobos, J.; Pappalardo, R. R.; Marcos, E. S. The Journal of
Chemical Physics 2014, 140, 214104.
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