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Introduction

One of the main problems in number theory are diophantine equations. They
are perhaps some of the oldest problems in the history of mathematics and they
have fascinated mathematicians of all periods. They are the object of study of
the Diophantine geometry, which is a more recent term that involves the use of
tecniques from Algebraic Geometry and Number Theory. Diophantine equations
are systems of equations of the type

F1(x1, x2, ..., xn) = 0
F2(x1, x2, ..., xn) = 0

...
Fm(x1, x2, ..., xn) = 0

,

where Fj ∈ Z[x1, ..., xn] are polynomials with coefficients in Z. One of the possible
question that naturally arises is whether that system has solutions of the type
(x1, ..., xn) ∈ Zn, or even over Q. This system also defines an algebraic set over
the field Q or even the field Q. Hence though we are studying a problem from the
number theory point of view, we can use the language and the tools of the algebraic
and arithmetic geometry to obtain useful properties.

The easiest diophantine equations are the linear ones:

aX + bY = c, a, b, c ∈ Z, a 6= 0 or b 6= 0.

By using the Euclidean Algorithm, it is easy to write all the possible solutions
of pairs (x, y) ∈ Z2. In fact, the equation will have integer solutions if and only
if (a, b)|c, and for the rational solutions, it is even more easy to describe all the
solutions. This results have been known since Greek times. Increasing by one the
degree of the equation, we have the quadratic equations:

aX2 + bXY + cY 2 + dX + eY + f = 0 a, b or c 6= 0.

These equations are much more interesting both from the point of view of the
arithmetic and the geometry. It was not until 1921 that mathematicians reached a
satisfactory answer for the existence of rational points.
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Theorem 0.0.1. (Hasse-Minkowski) Let f(X,Y ) ∈ Q[X,Y ] be a quadratic poly-
nomial. Then, f(X,Y ) has a solution (x, y) ∈ Q2 if and only if it has a solution
(x, y) ∈ R2 and it has a solution (x, y) ∈ Qp for all primes p ∈ Z.

Checking that a quadratic polynomial has solutions in Qp is much easier than
cheking it in Q, Therefore, answering whether an equation has rational solutions is
not so difficult.

These two example of families of curves represent the case when the genus of
the curve 1 is 0. The Hasse-Minkowski theorem was proven at the beginning of
the twentieth century, and since then mathematicians tried to search for similar
answers to the cases of positive genus.

Finally, in 1983, Gerard Faltings proved that when the genus is bigger than 1
then the curve can only have a finite number of solutions over the rational numbers.
This result does not give an easy condition that ensures if there are rational solutions
or not, which was something that could be done with the other cases. Nevertheless,
it is satisfactory enough. In fact, this result is also true for curves of genus 2 over
number fields.

However, there is no satisfactory method that ensures the existence of a finite
(or an infinite) number of solutions for curves of genus 1. For this reason (and for
many other reasons) these curves have been studied so much in comparison with
curves of other genus. They are also called elliptic curves2, and they are the central
object of study of this work.

As we mentioned before, we can also think of the points of the elliptic curve

in Q2
. There is an interesting operation that can be defined in the Q-points of the

elliptic curve which is based on a geometrical definition that provides the elliptic
curve with a group structure. It was introduced by Poincare, though Fermat prob-
ably knew it before. Furthermore, this operation, when restricted to the rational
points, defines a subgroup of that group. By the general theory of modules over
principal domains, this means that if E(Q) are the rational points of the elliptic
curve, then

E(Q) ∼= E(Q)tor ⊕ E(Q)free,

where E(Q)tor are the torsion points of E(Q) and E(Q)free is a free Z-module. In
1923, Mordell proved that E(Q) is finitely generated, which implied that

E(Q) ∼= E(Q)tors ⊕ Zr,

where r ≥ 0 is a positive integer and the subgroup E(Q)tors is finite. Aparently, this
theorem partially answers our question, because E(Q) will be infinite if and only if
r ≥ 1. Nagell-Lutz theorem says that the points in E(Q)tors are integral, and they
verify an easy property that makes them very easy to be computed. The problem is

1Chek [43] for the definition of genus.
2See Chapter 2 for a more precise definition of elliptic curve.

6



that the rank is much more difficult to calculate, even for particular curves, and it
is not even known whether there are curves with arbitrary large rank. Mordell-Weil
theorem can also be proven for number fields.

There is a well-known conjecture that relates the rank of the elliptic curve with
the order at s = 1 of an L-function whose coefficients depend on the elliptic curve.
If it is true, it would provide an effective method to determine relatively easily if
given an elliptic curve it has an infinite number of rational solutions or not. This
is because computing the order of a zero of an L-function is in general easier than
computing the rank of an elliptic curve. This conjecture is known as the Birch and
Swinnerton-Dyer conjecture and it can also be formulated for elliptic curves over
number fields.

In addition to the theoretical interest that the study of the properties of elliptic
curves has itself, many people work on them because it has some applications to
other problems and/or fields such as:

• The study of the class number for quadratic number fields (in relation with
the Birch-Swinnerton-Dyer conjecture) ([19]).

• Applications to criptography ([23]):

-Factorization of integers as a product of prime numbers.

-Primality tests.

-Encryption based on elliptic curves.

• Fermat’s Last Theorem and a prove of it using elliptic curves and modularity.

• Congruent number problem.

The main goal of this work is to review some basic definitions and concepts about
algebraic number theory and elliptic curves, to give an overview of the proof of
some classic theorems about elliptic curves, such as the Mordell-Weil theorem, to
learn a few of the main conjectures in this topic and to get familiar with some
modern techniques, such as Galois representations and other analytical tools that
are nowadays being used for solving a lot of problems in the theory of elliptic curves.

Generally speaking, the first two chapters are just an introduction to algebraic
number theory and elliptic curves, while chapters 3, 4 and 6 cover some more recent
topics. In this work I focus mainly on 4 big theorems. For the first one, which is
the Mordell-Weil Theorem over number fields, I give all the details and I study all
the preliminaries to be able to complete it and understand it. For the other three,
which are the estimation of the analytic rank of elliptic curves, a theorem of Serre
about Galois representations and Fermat’s Last Theorem, I enumerate all the steps
of the proof and I explain some of them, but I don’t give all the details because of
the difficulty of it.
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In chapter 1, I try to cover all the preliminaries about algebraic number theory,
mainly focusing on number fields, the study of the ring of integers and the class
number. Since I have not taken any course on these topics, I have included the
proof of many of the propositions that are written.

Chapter 2 just pretends to be a brief summary of the basic aspects of ellip-
tic curves. There are perhaps some more elementary constructions that are not
included in this section because I have tried to write only the things that I am
going to need for the following ones. In contraposition with chapter 1, there are
almost no proofs in this section, and this is because I did take a course on algebraic
curves which covered all the contents of this chapter, so it did not make much sense
repeating everything.

Chapter 3 is dedicated to the study of Mordell-Weil Theorem. It covers the
proof of the Weak Mordell-Weil theorem, the Mordell-Weil theorem for the case
K = Q, an overview about height functions in proyective spaces and in elliptic
curves and the application of these functions to prove the Mordell-Weil Theorem
for number fields.

Chapter 4 is perhaps the most analytical part of the work. In the first part,
some of the main known theorems about the torsion subgroup of elliptic curves
over Q and number fields are mentioned. The second part is mainly about the
L-fuctions of elliptic curves, the definition of them, some conjectures about the
analytic extension of these functions and other conjectures that relate the algebraic
rank of the curves with the order of the zero at s = 1. This last section ends with a
deeper study of some theorems that give bounds the analytic rank of elliptic curves.

Chapter 5 is just a brief introduction to modular forms. The objective of this
chapter is to give all the definitions that are going to appear in the previous and
in the following chapter. It also includes a version of the modularity theorem.
Therefore, there are many basic concepts, such as the modular curves, the Petterson
inner product or the computation of dimensions of the different subspaces that are
not mentioned.

Chapter 6 is probably the main chapter of this work. It is dedicated to Ga-
lois representations attached to elliptic curves over number fields, mainly focusing
on the mod p case, though there are some comments about the l-adic represen-
tations. It begins with some definitions about the subgroups of GL2(Fp) and it
contains a very deep study due to Dickson of all the possibilities for the subgroups
of GL2(Fp)(c.f.[11]). It also contains the proof of a theorem about the possible sim-
ple groups of 60 elements, which I thought it was worth including it. The second
part of this chapter gives an overview of one of the main theorems about Galois
representations of elliptic curves without complex multiplication, which was proved
by Serre and that declares that for almost all primes, the representation is surjec-
tive. Then it also includes some other theorems, such as the one that was proven by
many mathematicians and that ensures that the integer N such that for all p > N
the representation mod p is surjective does not depend on the elliptic curve for the
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case of Q. In addition, a summary of the possible images of the representations for
small primes, and another summary of the case when the elliptic curve has complex
multiplication is included.

To conclude this last chapter, there is a small section about Galois modular
forms in which another version of modularity is mentioned (the version concerning
Galois representations). Finally, there is a quick overview of the main steps to
prove the Last Fermat’s Theorem.

All the results and theorems that are included in this work are well-known
and are not original. However, most of the proofs that are included here contain
details and steps which are not included in the books. The main theorems which
are worth reading them because of that reason are Proposition 1.4.18, whose proof
is entirely original and not based on any text book (in fact I did not find any
proof of it in any book), Theorem 4.2.13 and Theorem 6.1.7. Proposition 1.5.17
also contains some interesting details that are not found in [43]. Theorems 6.2.4
and 6.5.1 are also worth reading them because they are a good summary of the
main steps of big theorems, but they do not contain original details. In Theorem
4.2.13, which is about the bounding of the average analytic rank of elliptic curves,
the details that are added are mainly focused of the explanation of some formulas
applying some complex analysis methods such as the Cauchy’s residue theorem.
In Theorem 6.1.7, which is about the classification of the subgroups of GL2(Fp),
the explanations that are given on [24] are really poor, so what I basically do is to
complete it. Furthermore, I also include an original proof which is not based on
any text of the fact that if a subgroup of GL2(Fp) contains two specific matrices,
then it contains SL2(Fp).

The content of this work, as well as the tools and the arguments used are
mainly algebraic, and many mathematicians that work on elliptic curves focus on
the algebra beneath them. However, there are many number theorists that study
the properties of elliptic curves from the point of view of the analysis. For that
reason I decided to include a deep overview of the proof of Theorem 4.2.13 in
Chapter 4.

9



10



Chapter 1

Algebraic Number Theory

1.1 Norm, trace and discriminant.

In this section we will introduce some basic tools about finite extensions of fields
and we will study some properties of number fields.

Let L/K be a finite field extension and x ∈ L. We define the linear application
Tx : L→ L by Tx(α) = xα, and the following quantities

TrL/K(x) = Tr(Tx), NL/K(x) = det(Tx).

Denote fx(t) = det(tId− Tx), hence

fx(t) = tn − Tr(Tx)tn−1 + ...+ (−1)nNL/K .

Proposition 1.1.1. If L/K is separable and σ : L → K are the different embed-
dings that fix K then:

i) fx(t) =
∏
σ(t− σ(x)),

ii) TrL/K(x) =
∑

σ σ(x),

iii) NL/K(x) =
∏
σ σ(x).

Proof. Let m = [K(x) : K] and d = [L : K(x)] and let px(t) be the minimal
polynomial of x over K,

px(t) = tm + cm−1t
m−1 + ...+ c1t+ c0.

Let α1, α2, ...αd be a basis of L/K(x), so

α1, α1x, ..., α1x
m−1;α2, α2x, ..., α2x

m−1;αd, αdx, ..., αdx
m−1

11



is a basis of L/K. The matrix representing Tx is diagonal by blocks (it has d
blocks), and each block is

B =


0 0 · · · 0 −c0

1 0 · · · 0 −c1

0 1 · · · 0 −c2
...

...
. . .

...
0 0 · · · 1 −cm−1

 ,

so if j(t) = det(B − tId) then fx(t) = j(t)d, and we obtain that j(t) = px(t), hence

fx(t) = px(t)d.

Since L/K is separable, px(t) has m distinct roots, and for each root αi (i = 1, ...,m)
there are exactly d embeddings such that σ(x) = αi. Let {σ1, ..., σm} be a set of
representatives of such embeddings. Then

px(t) =
m∏
i=1

(t− σi(x)),

and consequently

fx(t) = px(t)d =
m∏
i=1

(t− σi(x))d =
∏
σ

(t− σ(x)).

Next, using that −TrL/K and (−1)nNL/K are the coefficients of px(t) we obtain
that

TrL/K(x) =
∑
σ

σ(x)

and
NL/K(x) =

∏
σ

σ(x).

Suppose L/K is again a finite separable extension, [L : K] = n, {α1, α2, ..., αn}
is a basis and σi : L→ K, i = 1, 2, ..., n are the different embeddings of L over K.
Define the discriminant as follows:

d = d(α1, α2, ..., αn) = det(σi(αj))
2.

Since
TrL/K(αiαj) =

∑
k

σk(αi)σk(αj),

denoting A = (σi(αj))i,j and M = (TrL/K(αiαj))i,j , we have that M = AtA so

d(α1, α2, ..., αn) = det(TrL/K).
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Let the basis of L/K be 1, θ, θ2, ..., θn−1. Writing σi(θ) = θi, the matrix A has
the following expression:

A =


1 θ1 · · · θn−1

1

1 θ2 · · · θn−1
2

...
...

. . .
...

1 θn · · · θn−1
n

 ,

so it is a Vandermonde matrix and its determinant is
∏
i<j(αi − αj). Therefore,

d =
∏
i<j(αi − αj)2 6= 0.

Consider the bilinear form (x, y) → TrL/K(xy). Let x and y be column vec-
tors whose entries are the coefficients over the base 1, θ, θ2..., θn−1. Consequently,
(x, y) = xtMy, and if α1, α2, ..., αn is another base with change of basis matrix P
and M ′ = (TrL/K(αiαj))i,j , then M ′ = MP . Thus, as the determinant of P and M
are not zero, det(M ′) 6= 0 and the bilinear form is non-degenerate. Next, let A be
an integrally closed domain over its quotient field K, let L/K be a finite separable
extension and let B be the integral closure of A in L. By Proposition 1.1.1, if α ∈ B
then as its conjugates are also integral over A, TrL/K(x) and NL/K(x) are integral
over A because they are a sum (resp. a product) of integral elements. Since they
also lie in K, they lie in A because A is integrally closed over K.

Lemma 1.1.2. Let α1, α2, ..., αn be a basis of L/K contained in B. Then

dB ⊂ Aα1 +Aα2 + ...+Aαn.

Given β ∈ L, there exist c ∈ K such that cβ ∈ A because as K is the quotient
field of A and β is algebraic over K,

βm +
am−1

a′m−1

βm−1 + ...+
a1

a′1
β +

a0

a′0
= 0,

with ai, a
′
i ∈ A, so if c = a′0a

′
1 · · · a′m−1,

(cβ)m + am−1a
′
0a
′
1 · · · a′m−2a

′
m(cβ)m−1 + ...+ a0(a′0)m−1(a′1 · · · a′m)m = 0,

which proves our assertion. Therefore, we can always find a basis of L/K contained
in B.

Proof. Let α ∈ B and α = a1α1 + ... + anαn with ai ∈ K. We have the linear
system

TrL/K(ααi) =

n∑
j=1

TrL/K(αjαi)aj ,

so using the previous observation, ααi ∈ B and αiαj ∈ B, hence TrL/K(ααi) ∈ A
and TrL/K(αjαi) ∈ A. Since the matrix F = (TrL/K(αjαi))i,j has determinant
d = d(α1, α2, ..., αn) 6= 0, denoting b = (TrL/K(ααi))i, and a = (aj)j ,

Adj(F )b = da.
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Therefore, as the elements of Adj(F ) are sums and multiplications of elements in
A, dai ∈ A for i = 1, 2, ..., n and consequently dα ∈ Aα1 +Aα2 + ...+Aαn.

1.2 Modules and number fields.

We will give now some basic properties about modules and modules over principal
domains.

Definition 1.2.1. Let R be a ring and M be a R−module. We say that (xi)i∈I is
a basis when it is linearly independent and it generates M . We say that M is a
free-module if it admits a basis.

Lemma 1.2.2. Let R be a principal ring and F a free R−module. Then the car-
dinality of a basis is unique and is called the dimension or the rank.

Proof. First suppose we have the finite case (the infinite one is very similar). Let
x1, ..., xn be a basis of F . Let p be a prime in R. Then F/pF is a R/pR-vector
space ((p) is a maximal ideal, so R/pR is a field), x1, ..., xn obviously generates
F/pF and if

λ1x1 + ...+ λnxn = 0,

then

λ1x1 + ...+ λnxn ∈ pF,

so λ1x1 + ... + λnxn = pλ′1x1 + pλ′nxn. Therefore, λ1 = ... = λn = 0, because
x1, ..., xn is a basis. This implies that the cardinality of each basis x1, ..., xn is the
same as the dimension of the vectorial space F/pF , which is a constant number,
hence all basis in F have the same cardinality.

Now we will prove a useful lemma about the dimension of submodules.

Lemma 1.2.3. Let R be a principal ring, F a free R−module and M a R−submodule
of F . Then M is a free module of dimension less than or equal to the dimension of
M .

Proof. We will do just the finite case (the infinite one is again similar). Let (xi)i,
i = 1, ..., n be the basis of F and consider the submodule Mr = M ∩ (x1, ..., xr) for
each r = 1, ..., n, where (x1, x2, ..., xr) is the R−module generated by x1, ..., xr. We
will prove it by induction of r. For r = 1, M1 ⊂ (x1) and {a ∈ R : ax1 ∈ M1} is
clearly an ideal, so since R is principal, {a ∈ R : ax1 ∈M1} = (b) and M1 = (bx1),
which is a free submodule of dimension 1. Assume that it is true for r and let A be
the set of elements a ∈ R for which there exists x ∈Mr+1 that can be written as

x = b1x1 + b2x2 + ...+ brxr + axr+1.

14



Then A is obviously an ideal, so let A = (ar+1). Suppose ar+1 = 0. Then Mr+1 =
Mr, hence applying induction we obtain the result. If ar+1 6= 0, let w ∈ R be the
element such that the coefficient of xr+1 is ar+1. Consequently, for all x ∈ Mr+1,
there exists c ∈ R such that x−cw ∈Mr, so Mr+1 = Mr+(w). Applying induction
we obtain that Mr+1 is free and its dimension is less than or equal to r + 1, as we
wanted to prove.

The following lemma is similar but instead of taking a principal ring we take a
Noetherian one.

Lemma 1.2.4. Let R be a Noetherian ring, F a finitely generated R−module and
M a R−submodule of F . Then M is also finitely generated.

Proof. Let x1, ...xn be a set that generates F , and consider the submodule Mr =
M∩(x1, ..., xr) for each r = 1, ..., n, where (x1, x2, ..., xr) is the R−module generated
by x1, ..., xr. If M1 = M ∩ (x1), {a ∈ R : ax1 ∈ M1} is clearly an ideal, so as R
is Noetherian, {a ∈ R : ax1 ∈ M1} = (b1, ..., bk) and M1 = (b1x1, ..., bkx1), which
is finitely generated. Assume that it is true for r and let A be the set of elements
a ∈ R for which there exists x ∈Mr+1 that can be written in the form

x = b1x1 + b2x2 + ...+ brxr + axr+1.

Then A is obviously an ideal, so let A = (a1, ..., al). Let w1, ..., wl be the elements
of Mr+1 with xr+1-coefficient ai. Consequently, for x ∈Mr+1, there exists c1, ..., cl
such that x− c1w1 − ...− clwl ∈Mr, so applying induction we obtain that Mr+1 is
finitely generated, as we wanted to prove.

Definition 1.2.5. LetR be a ring and E be aR−module. The torsion submodule
Etors is the set of elements x ∈ E such that there exists a ∈ R, a 6= 0 for which

ax = 0.

Finally, we will just formulate the following lemma.

Lemma 1.2.6. Let R a principal ring and E a R-module. Then there exists a free
submodule F ⊂ E such that

E = Etors ⊕ F.

We will apply all this theory to the case of number fields.

Definition 1.2.7. By a number field we mean a finite algebraic extension K of
Q.

The ring Z is a principal domain and it is therefore integrally closed over its
quotient field Q. If K is a number field, we will call OK the integral closure of Z
in K. It is also known as the ring of integers of K.
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Corollary 1.2.8. Let K be a number field and [K : Q] = n. Then OK is a free
module of rank n.

Proof. Let [K : Q] = n. By 1.1.2, we know that there exists a basis α1, ..., αn such
that OK ⊂ Zα1

d + ... + Zαn
d . Since this last module is free of rank n, applying

Lemma 1.2.3 we obtain that OK is a free module of rank less than or equal to n.
As Zα1 + ...+Zαn ⊂ OK , using again the lemma we obtain that the rank of OK is
n.

1.3 Dedekind rings

In this section, instead of working just with number fields and ring of integers of
them, we will work in a more general context.

Definition 1.3.1. Let A be a ring and K its quotient ring. We say that I is a
fractional ideal if I is an A−module such that there exists c 6= 0, c ∈ A for which
cI ⊂ A.

Definition 1.3.2. A Dedekind ring is a ring which is Noetherian, integrally
closed in its quotient field and such that every non-zero prime ideal is maximal.

Next we will prove the main theorem about Dedekind domains, but first we will
deal with the following technical lemma.

Lemma 1.3.3. Let A be a ring, L a field containing A and x ∈ L. If there exists
a finitely generated A-module M such that xM ⊂M , then x is integral over A.

Proof. Let α1, ..., αn be the elements that generate M . We have that

xα1 = a1,1α1 + a1,2α2 + ...+ a1,nαn,

xα2 = a2,1α1 + a2,2α2 + ...+ a2,nαn,

.

.

.

xαn = an,1α1 + an,2α2 + ...+ an,nαn,

with all the coefficients belonging to A. Let

A =


a1,1 − x a1,2 · · · a1,n−1 a1,n

a2,1 a2,2 − x · · · a2,n−1 a2,n
...

...
. . .

...
an,1 an,2 · · · an,n−1 an,n − x
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and

b =


α1

α2

α3
...
αn

 .

ThenAb = 0, and therefore det(A)b = Adj(A)Ab = 0, which implies that det(A)αi =
0 for each i. If 1 = a1α1 + ...+ anαn,

det(A) = det(A)a1α1 + ...+ det(A)anαn = 0,

so x is the zero of a monic polynomial with coefficients in A.

Theorem 1.3.4. Let A be a Dedekind ring. Every ideal of A can be uniquely
factored into prime ideals. Furthermore, the set of non-zero fracional ideals form a
group under multiplication.

Proof. We will first prove the second assertion. We will do it in several steps.

i) Every non-zero ideal I contains a product of prime ideals:

Suppose that there exists an ideal for which it doesn’t happen. Then the
set of ideals for which that condition does not occur is not empty, so as A
is Noetherian, there exists an ideal I which is maximal with respect to that
hypothesis. In particular, I is not prime, and therefore there exists a, b such
that a /∈ I, b /∈ I but ab ∈ I. If a1 = I + (a), a2 = I + (b) then I ⊂ a1,
I ⊂ a2 and a1 6= I 6= a2, hence since I is maximal, a1 = p1 · · · pm and
a2 = q1 · · · qn, with pi, qi prime ideals. As ab ∈ I, a1a2 ⊂ I. Consequently,
p1 · · · pmq1 · · · qn = a1a2 ⊂ I, which is a contradiction.

ii) Every prime ideal p is invertible, i.e. Bp = A for some fractional ideal B:

Let K be the quotient field of A. We define p−1 = {x ∈ K : xp ∈ A}. Clearly
A ⊂ p−1. Let a 6= 0 with a ∈ p. Then by the first step there exist p1, ..., pm
primes such that

p1p2 · · · pm ⊂ (a) ⊂ p

and m is minimal. If there exist ai ∈ pi and ai /∈ p, since p is prime,
∏
i ai /∈ p

but
∏
i ai ∈ p1p2 · · · pm ⊂ p, which is a contradiction. Therefore, one of the

primes is contained in p (we can assume that it is p1), p1 ⊂ p, and since p1 is
maximal, p1 = p. Now, as m is minimal,

p2 · · · pm 6⊂ (a),

so there exists b ∈ p2 · · · pm such that b /∈ (a) and pb = p1b ⊂ (a), hence
a−1bp ⊂ A, which means that a−1b ∈ p−1. Since b /∈ (a), a−1b /∈ A, and
consequently A 6= p−1.
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Using the definition of p−1 and the fact that A ⊂ p−1 we have that p ⊂
p−1p ⊂ A. Let

∑
i pixi with pi ∈ p and xi ∈ p−1. Then

∑
j p
′
jx
′
j +

∑
i pixi is

again a sum of the same type, so it belongs to p−1p. If r ∈ A,
∑

i pirxi ∈ p−1p
because rxip ⊂ A, so p−1p is an ideal, and since p is maximal, it must be
either p or A. Suppose p−1p = p. Consequently, as p is a finitely generated
A module because A is Noetherian, using Lemma 1.3.3 we have that p−1 is
integral over A. This is a contradiction because A ⊂ p−1, A 6= p−1, and the
fact that A is integrally closed. Therefore p−1p = A.

iii) Every non-zero ideal is invertible:

Suppose that is not true. Then there exists an ideal I maximal with respect
to that condition, so by the previous step it cannot be maximal. Therefore,
there exists p maximal such that I ⊂ p and I 6= p. Consequently,

I ⊂ Ip−1 ⊂ II−1 ⊂ A,

where in the first inclusion we have used that A ⊂ p−1, in the second that
since I ⊂ p, p−1 ⊂ I−1 and in the third one the definition of I−1. Applying
a similar argument than in the previous step, we have that Ip−1 is an ideal.
Again, using Lemma 1.3.3 and the fact that A is a Dedekind ring, I 6= Ip−1.
Therefore, by the maximality of I, there exists a fractional ideal B such that
Ip−1B = A, which implies that I has an inverse, which is a contradiction.

iv) Let a be a non-zero ideal and c a fractional ideal such that ac = A. Then
c = a−1:

First of all, c ⊂ a−1 by definition of a−1 and if xa ⊂ A, xac ⊂ c because c is
a A-module, and since ac = A, x ∈ c, as we wanted to prove.

Finally, we conclude that every fractional ideal is invertible. Let a a fractional
ideal and c ∈ K such that ca ⊂ A. Then using a similar argument than in the
previous steps, ca is an ideal, so it is invertible, and therefore there exists b such
that cab = A. Hence using the fourth step, cb = a−1. In addition, for any fractional
ideal a, Aa ⊂ a because a is an A−module, and a ⊂ Aa because 1×a = a. Moreover,
let a′ be another fractional ideal, hence there exist c such that ca ∈ A, and thus
caa′ ⊂ A because a′ is an A−module. This proves that the non-zero fractional
ideals form a group (the associativity is obvious).

For the existence of a factorization, suppose it does not occur. Then there exists
I maximal with respect to that property, so there exists a prime p such that I ⊂ p
and as I cannot be a prime, p 6= I. Therefore I ⊂ Ip−1 ⊂ A, and again by Lemma
1.3.3 we have that I 6= Ip−1, which implies by maximality that Ip−1 = p1 · · · pr,
hence I = pp1 · · · pr, which is a contradiction.

For the uniqueness, let a, b be ideals and p a prime. Then ab ⊂ p implies that
one of them is contained in p (if not there would exist a′ ∈ a, b′ ∈ b with a′ /∈ p,
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b′ /∈ p such that a′b′ ∈ p, which is a contradiction). If

p1 · · · ps = q1 · · · qr,

using that argument we have that since q1 · · · qr ⊂ p1 the inclusion qi ⊂ p1 holds for
some i. In addition, as qi is also maximal, qi = p1, and multiplying on both sides
by p−1

1 we have an expression with s− 1 and r − 1 terms, so by induction we have
the uniqueness.

Let I be a fractional ideal. There exists c ∈ A such that cI ⊂ A. Since cI is an
ideal, cI = p1 · · · pm and (c) = q1 · · · qs, so using that the set of fractional ideals is
a group,

I =
p1 · · · pm
q1 · · · qs

.

After cancellation, uniqueness follows from the uniqueness of the factorization of
non-zero ideals.

We will now show several easy lemmas related to conmmutative algebra that
will be left without proof.

Lemma 1.3.5. (Chinese remainder Theorem) Let A be a ring and I1, ..., Ir ideals
such that Ii + Ij = A for all i 6= j. Then if a = ∩iIi,

A/a ∼=
⊕
i

A/Ii.

Lemma 1.3.6. Let A be a ring and I1, ..., Ir ideals such that Ii + Ij = A for all
i 6= j. Then ⋂

i

Ii =
∏
i

Ii.

Lemma 1.3.7. Suppose A ⊂ B and B ⊂ C are integral extensions. Then A ⊂ C
is again an integral extension.

Lemma 1.3.8. Let A ⊂ B be an integral extension of domains. Then A is a field
if and only if B is a field.

Lemma 1.3.9. Let A ⊂ B be an integral extension of rings and J ⊂ B an ideal.
We have that

A/(J ∩A) ⊂ B/J

is an integral extension of rings.

Corollary 1.3.10. Let A be a Dedekind ring, B an integral extension of A and β
a prime ideal of B. Then β is maximal.

Proof. The extension A ⊂ B is a homomorphism of rings, so β ∩A is the preimage
of a prime and is therefore a prime. Using that A is a Dedekind ring, β ∩ A is
maximal, and applying the previous lemmas we have that β is maximal.
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Next we are going to study Dedekind rings in extensions of fields.

Proposition 1.3.11. Let A be a Dedekind domain and K its field of fractions. Let
L/K be a separable extension of fields. If B is the integral closure of A in L, B is
again a Dedekind domain.

Proof. Let x ∈ L be integral over B. Then B[x] is obviously finitely generated
and hence by Lemma 1.3.3 it is integral, so A ⊂ B[x] is integral and therefore x
is integral over A. Consequently, x ∈ B. This proves that B is integrally closed.
Corollary 1.3.10 shows that every non-zero prime is maximal. To prove that it is
Noetherian, by Lemma 1.1.2 we have that B ⊂ Aω1

d + ...+Aωn
d . Thus, by Lemma

1.2.4 we have that B is a finitely generated A-module (A is Noetherian). Using
that B is isomorphic to A[x1, ..., xl]/J, where J is an ideal of the polynomial ring,
and using Hilbert’s basis Theorem, we have that B is Noetherian.

Corollary 1.3.12. If K is a number field then OK is a Dedekind domain.

Proof. K/Q is a separable extension, Z is obviously Noetherian and Q is its quotient
field. From the previous proposition it follows that OK is a Dedekind domain.

Lemma 1.3.13. Let A be a Dedekind ring and S a multiplicative set. Then S−1A
is a Dedekind ring.

Now given p ∈ A a prime ideal, it is not difficult to see that pB 6= B. Therefore,
as B is a Dedekind domain,

pB = βe11 · · ·β
em
m ,

and for each i, since pB ⊂ βi, p ⊂ βi, so p = βi ∩ A. We say that each ei is the
ramification index, and we define

fi = [B/βi : A/p]

as the residual degree ((B/βi)/(A/p) is an extension of fields because p ∈ βi). In
addition, if βi 6= βj , βi ⊂ βi + βj and βj ⊂ βi + βj . Since both are maximal and
different, βi + βj = B. Therefore, there exist a ∈ βi, b ∈ βj such that a + b = 1.
Consider βeii +β

ej
j . Then 1 = (a+ b)ei+ej ∈ βeii +β

ej
j because when we expand that

expression, either the exponent of a is bigger than or equal to ei or the exponent
of a is bigger than or equal to ej , hence applying Lemma 1.3.6, we obtain that∏

i

βeii =
⋂
i

βeii .

Lemma 1.3.14. Let O be a dedekind ring and I an ideal with I = βe11 · · ·βenn .
Then I ⊂ βk if and only if β = βi for some i and k ≤ ei.
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Proof. The second assertion implies the first is obvious. Suppose β 6= βi for any i.
Then using the previous remark we have that

∏
i β

ei
i =

⋂
i β

ei
i , so if

⋂
i β

ei
i = I ⊂ βk,⋂

i

βeii =
⋂
i

βeii
⋂
i

βeii ⊂
(⋂

i

βeii
)
∩ βk ⊂

⋂
i

βeii .

Therefore ⋂
i

βeii ∩ β
k =

⋂
i

βeii ,

and since β is coprime with the rest of primes,

βk
∏
i

βeii =
⋂
i

βeii ∩ β
k =

⋂
i

βeii =
∏
i

βeii ,

which contradicts the uniqueness of the factorization. Suppose β = βj and k > ej .
Then using a similar argument,⋂

i

βeii = βkj
⋂
i 6=j

βeii ,

and applying that intersections are the same as products we have a contradiction.

We will prove the following result about the numerical relation of the ramifica-
tion indexes and the residual degrees.

Theorem 1.3.15. Let L/K be separable and [L : K] = n. Then we have∑
i

eifi = n.

Proof. Applying the previous observation and the Chinese Remainder Theorem,

B/pB ≈
⊕
i

B/βeii .

It will suffice to show that dimA/p(B/pB) = n and dimA/p(B/β
ei
i ) = eifi. The

number dimA/p(B/pB) is finite because B is a finitely generated A module, so
B = A[α1, ..., αs] and clearly αi generates (B/pB) over A/p. Let ω1, ..., ωm be a set
of representatives in B of a basis of B/pB. If there is a non trivial combination of
them with coefficients in K, then there is a non-trivial combination of them over
A, and thus

a1ω1 + ...+ amωm = 0. (1.3.1)

Let A = (a1, ..., am) 6= 0, so there exists A−1 and as the factorization is unique,
A−1 6= A−1p (A−1p ⊂ A−1), hence there exists a ∈ A−1 with a /∈ A−1p. Therefore,
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aA 6⊂ p and consequently at least for one i, aai /∈ p. Multiplying 1.3.1 by a we have
that

aa1 ω1 + ...+ aam ωm = 0

is a non trivial combination, which is a contradiction, hence ω1, ..., ωm is linearly
independent over K.

Now we consider the finitely generated A−modules M = Aω1 + ...+ Aωm and
N = B/M. Then B = M + pB because if b ∈ B, b = b1ω1 + ... + bmωm, so
b− b1ω1 + ...+ bmωm ∈ pB. Therefore, N = pN . Suppose α1, ..., αr are generators
of N .

αi = p1n1 + ...+ pdnd =
r∑
j=1

ai,jαj

with ai,j ∈ p. Let A = (ai,j − Id). Thus det(A) 6= 0 because det(A) ≡ (−1)r

mod p. Let α = (αi)i. We have that Aαi = 0, so det(A)α = Adj(A)Aα = 0, which
implies that dN = 0. Therefore, dB ∈ Aω1 + ...+Aωm, and since every x ∈ L can
be expressed as x = bk with b ∈ B and k ∈ K, then L ⊂ K[ω1, ..., ωm] ⊂ L, hence
ω1, ..., ωm is a basis of L over K and n = dimA/p(B/pB).

For the other equality to prove,

(0) ⊂ βei−1
i /βeii ⊂ β

ei−2
i /βeii ⊂ ... ⊂ B/β

ei
i .

Denote Ij = βei−ji /βeii , I0 = 0 and Iei = B/βeii . We have that

dim(Iei) =

ej−1∑
j=0

dim(Ij+1)− dim(Ij) =

ej−1∑
j=0

dim(βei−j−1
i /βei−ji ).

Let βi = β, α ∈ βn − βn+1 and define B → βn/βn+1 by a → αa. The kernel of
that application is β because if a /∈ β then (a) doesn’t have a power of β in its
representation. Therefore, in the representation of (a)(α), β is raised to a power less
than or equal to n, which implies that (aα) 6⊂ βn+1, which means that aα /∈ βn+1.
We also have the equation

βn = (α) + βn+1,

because using Lemma 1.3.14, no prime different to β appear in the factorization of
(α) + βn+1, so βk = (α) + βn+1 ⊂ βn and βk = (α) + βn+1 6⊂ βn+1. Consequently,
since βn+1 ⊂ (α)+βn+1 ⊂ βn, then (α)+βn+1 = βn, which implies the surjectivity
of the previous function. For that reason,

B/β ' βn/βn+1,

so if fi = [B/βi : A/p] then we have

dim(B/βeii ) =

ei−1∑
j=1

fi = eifi,

which concludes the proof.
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1.4 Valuations and some classical formulas

Definition 1.4.1. Let K be a field. We say that

|.|v : K → R+

is an absolute value or a valuation when

i) |x|v = 0⇐⇒ x = 0.

ii) For all x, y ∈ K, |xy|v = |x|v|y|v.

iii) For all x, y ∈ K, |x + y|v ≤ |x|v + |x|v. If instead of having property iii) we
have |x+y|v ≤ max(|x|v, |y|v) we call it non-archimedean absolute value, and
if it is not non-archimedean, we call it just archimedean.

Definition 1.4.2. Let K be a field. We say that

v : K → R

is an exponential valuation when

i) v(x) =∞⇐⇒ x = 0.

ii) For all x, y ∈ K, v(xy) = v(x) + v(y).

iii) For all x, y ∈ K, v(x+ y) ≥ min(v(x), v(y)).

Using the above properties, it can be proved that the setR = {x ∈ K : v(x) ≥ 0}
is a local ring with maximal ideal m = {x ∈ K : v(x) > 0}. We call it discrete
valuation ring.

Definition 1.4.3. Let K be a field and v an absolute value. We say that K is
complete if it is complete with respect to the topology induced by the absolute
value.

Now we will outline some lemmas about those fields and we will leave them
without proof.

Lemma 1.4.4. Let K be a complete field with respect to an absolute value |.|v and
L an algebraic extension. Then there is a unique absolute value in L that extends
|.|v.

With this lemma it can be deduced that if A is the discrete valuation ring of
K, and B is the integral closure of A in L, there is a unique maximal ideal β such
that β ∩A = p with p the unique maximal ideal of A. Suppose w|v extends v in L.
Then as v(K) is a subgroup of w(L), e = (w(L) : v(K)), makes sense and is called
the ramification index. Let f = [B/β : A/p].
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Lemma 1.4.5.
ef ≥ [L : K]

and for the case L/K separable, ef = [L : K].

Definition 1.4.6. Suppose K is complete. We say that a finite extension L/K is
unramified if the extension (B/β)/(A/p) is separable and

f = [L : K].

An arbitrary algebraic extension is unramified when it is a union of finite unramified
subextensions.

Proposition 1.4.7. Let L/K and K ′/K be algebraic extensions. Then

L/K is unramified =⇒ L′/K ′ is unramified.

The composite of unramified extensions is unramified.

Definition 1.4.8. Let K be a complete field with respect to a valuation, with
Dedekind A and maximal ideal p. Let E be a finite extension, let B be the integral
closure and β its maximal ideal. We say that β (or E) is tamely ramified over p
if char(A/p) does not divide e, where e = e(β : p) is the ramification index.

Let Knr be the maximal unramified extension of K and Eu the maximal tamely
ramified extension of K. Then we have the following inclusions:

K ↪→ Knr ↪→ Eu ↪→ E.

Let L/K be an extension of fields, let v be a valuation of K and w|v a valuation
in L. Let G = Gal(L/K) and σ ∈ G. Let p the prime associated to v and β the
prime associated to ω, and let O the valuation ring of L. We define the following
valuation ω ◦ σ as follows:

|x|ω◦σ = |σ(x)|ω.

It is easy to prove that it is indeed a valuation that extends v.

Definition 1.4.9. The decomposition group of the extension ω|v is defined as:

Gω = Gω(L/K) =
{
σ ∈ G(L/K) : ω ◦ σ = ω

}
.

The inertia group is defined as:

Iω = Iω(L/K) =
{
σ ∈ Gω : σ(x) ≡ x mod β for all x ∈ O

}
.

The ramification group is defined as:

Rω = Rω(L/K) =
{
σ ∈ Gω : σ(x)/x ≡ 1 mod β for all x ∈ L∗

}
.
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Obviously, we have the relations

Rω ⊂ Iω ⊂ Gω.

From now on, we will quote some basic and useful results.

Proposition 1.4.10. In the above situation,

Gω(L/K) ∼= G(Lω/Kv),

Iω(L/K) ∼= I(Lω/Kv),

and
Rω(L/K) ∼= R(Lω/Kv).

Proposition 1.4.11. Let Zω be the fixed field of Gω, Tω the fixed field of Iω and Lω
the fixed field of Rω. Then, Tω/Zω is the maximal unramified extension of L/Zω,
and Lω/Zω is the maximal tamelly ramified extension of L/Zω.

Proposition 1.4.12. In the above situation, the subgroup Rω is the only p-Sylow
subgroup of Gω. Therefore, the order of Iω/Rω = Gal(Lω/Tω) is prime to p.

Proposition 1.4.13. Let K be the quotient field of a discrete valuation ring with
valuation v and let E be an algebraic extension of K. Let w be a valuation in E
extending v. Denote Ew, Kv as the completions of such fields with respect to those
valuations and nw = [Ew : Kv]. Then we have the formula∑

w|v

nw = [E : K].

Proposition 1.4.14. Let K be the quotient field of a discrete valuation ring and
E/K a finite extension. If v0 is a valuation in K and α ∈ E then∏

v|v0

|α|nvv = |NE
K(α)|v0 .

Now we consider the set MQ of absolute values in Q that consist on the p-adic
valuations plus the usual norm; that is, for any prime p, any m ∈ Q can be written
in the form

m = pn
a

b

with a, b ∈ Z and (a, p) = (b, p) = 1. We define the p-adic valuation as

|m|p =
1

pn
,

and |m|∞ = |m| will denote the standard absolute value. In fact, there is a famous
theorem which says that these valuations are the only ones:
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Theorem 1.4.15 (Ostrowski). Consider the field Q. Then v is an absolute value
in Q if and only if there exists λ > 0 and a prime number p ∈ N such that for all
r ∈ Q,

|r|v = |r|λp
or

|r|v = |r|λ∞.

Now, using this theorem we are going to prove the same with number fields.

Let A be a Dedekind ring and K its quotient field. As we saw in the previous
section, for each α ∈ K,

(α)A = pe11 · · · p
er
r ,

where αA is a fractional ideal and the exponents could be negative. Let p be a
prime ideal of A. We define vp as

vp(α) = ei

if p = pi for some 1 ≤ i ≤ r, and

vp(α) = 0

in other case. This function is a non-archimedean discrete (exponential) valuation:

Using the fact that the set of fractional ideals form a group under multiplication,
let β ∈ K and

βA = (p′1)e
′
1 · · · (p′l)e

′
l .

Then

αβA = (p′1)e
′
1 · · · (p′l)e

′
lpe11 · · · p

er
r ,

so if pi = p′j for some i, j,

vpi(αβ) = ei + e′j = vpi(α) + vp′j (β),

and the rest of cases are done in the same way. The lower bound of the valuation of
a sum is also easy to check and is again a consequence of the unique factorization of
ideals and the definition of products of ideals. Since v is a non-archimedean discrete
(exponential) valuation, given any T > 1 then T−vp(α) is a non-archimedean discrete
absolute value.

Let’s now deal with the case of number fields. Let K be a number field and OK
its ring of integers. As we saw before, if β is a prime ideal in OK , then there exists
a prime p ∈ Z such that β ∩ Z = pZ. Therefore,

pOK = βeβe11 · · ·β
er
r ,

with βi prime ideals in OK and ei > 0. Let Nβ = p[OK/β:Fp] = pfβ .

26



Let π ∈ OK such that vβ(π) = 1. Then p = πeu with vβ(u) = 0. For any α ∈ K
we define

|α|β =
1

p
vβ(α)

e

= (p1/e)−vβ(α),

so by the previous observation |.|β is a non-archimedean absolute value and it
extends |.|p because |p|β = 1

p and for the rest of prime numbers q in Z, vβ(q) = 0.
If not, qOK ⊂ β, so

qZ ⊂ β ∩ Z = pZ,
which is a contradiction.

We also define

||α||β = (
1

Nβ
)−vβ(α) = (|α|β)eβfβ .

Next we will prove two easy lemmas.

Lemma 1.4.16. Let K be a number field, OK its ring of integers, |.|v a non-
archimedean absolute value and α ∈ OK . Then, |α|v ≤ 1. Furthermore, when α is
an invertible element in OK , |α|v = 1.

Proof. Let p(x) = xn + an−1x
n−1 + ... + a0 with ai ∈ Z such that p(α) = 0. By

Ostrowski Theorem, |ai|v = |ai|λp ≤ 1 because ai ∈ Z. Then if |α|v > 1, for all
i < n,

|α|nv > |α|iv ≥ |α|iv|ai|v,
so

|α|nv = |αn + an−1α
n−1 + ...+ a1α1|v = |a0|v,

which is a contradiction because |α|nv > 1 and |a0|v ≤ 1. Therefore, |α|v ≤ 1, and
when α is invertible in OK , by the same reasoning, as α−1 ∈ OK ,

|α−1|v ≤ 1,

which implies that
|α|v = 1.

Lemma 1.4.17. Let E/K be an extension of fields, let v0 be a valuation in K
and let v|v0 be a valuation in E. Suppose v0 is non-archimedean. Then v is also
non-archimedean.

Proof. Let s, r ∈ E.

|r + s|nv = |
n∑
j=0

(
n

j

)
rjsn−j |v ≤

n∑
j=0

|
(
n

j

)
|v0 |r|jv|s|n−jv (1.4.1)

≤
n∑
j=0

|
(
n

j

)
|v0 max(|r|v, |s|v)n ≤ nmax(|r|v, |s|v)n, (1.4.2)
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where in the last step we have used that
(
n
j

)
∈ K and that v0 is non-archimedean,

so

|r + s|v ≤ n
√
nmax(|r|v, |s|v),

for all n. Letting n tend to infinity,

|r + s|v ≤ max(|r|v, |s|v),

as we wished to prove.

The following proposition is a generalization of the previous one in number
fields. Though many authors are constantly assuming it, I have not found a proof
of it in any book.

Proposition 1.4.18. Let |.|v be a non-archimedean valuation in K. Then it is of
the form |.|λβ for some prime β and some λ > 0.

Proof. Using Ostrowski theorem and the previous lemma, we have that |.|v re-
stricted to Q is a non-archimedean value, so it is of the form |.|λp for some prime

p ∈ Z. Therefore, if we prove that |.|1/λv is of the form |.|β for some β prime in OK
we will have finished.

It suffices to show the result for OK because K is the quotient field of OK . We
can also suppose that |.|v restricted to Q is |.|p, so we must show that |.|v = |.|β for
some β. Now, let

pOK = βe11 · · ·β
er
r .

Suppose there is some α ∈ OK such that α /∈ βi for all i = 1, ..., r. Then if α is
invertible in OK , using Lemma 1.4.16 we have that |α|v = 1. Suppose α is not
invertible,

αOK = p̃l11 · · · p̃
lh
h ,

and all of those primes are different from the βi for all i = 1, ..., r. Let p̃i∩Z = piZ.
As

h∏
i=1

p̃lii =
h⋂
i=1

p̃lii ,

(

h∏
i=1

plii )Z ⊂
h⋂
i=1

(p̃i
li ∩ Z) = αOK ∩ Z,

but since βi and p̃i are all different and βi are the only ones for which βi ∩ Z = p
then we have that pi 6= p for all i. If |α|v < 1, then using Lemma 1.4.16 we would
have that all elements belonging to αOK ∩ Z would have absolute value less than
one. This is because they are a product of an element in OK , which has absolute

28



value less than or equal to 1 and α, whose absolute value is less than 1. However,
as |.|v extends |.|p and

∏h
i=1 p

li
i ∈ αOK ∩ Z,

|
h∏
i=1

plii |v < 1,

so at least one of the pi must verify that |pi|p = |pi|v < 1, which contradicts the
fact that pi 6= p. Therefore, |α|v = 1.

If we are able to prove that there exists i such that for α ∈ OK with α /∈ βi then
|α|v = 1, we would have finished, because taking π ∈ OK that verifies vβi(π) = 1
then for γ ∈ OK with vβi(γ) = n, πn/γ /∈ βi, so |πn/γ|v = 1. Therefore

|πn|v = |γ|v,

and since p = πeu with u /∈ βi,
1

p
= |πe|v|u|v = |π|ev.

Consequently,

|γ|v =
1

p
ordβi

(γ)

e

.

As a consequence of the finiteness of the class number, which will be proved in
the next subsection, for each βi the set of ideals {βji }∞j=1 is infinite. Therefore, there
exist two numbers r, s such that βri ∼ βsi , which means that for m = r − s > 0,
there exists ξi ∈ OK such that (ξi) = βmi . Now imagine that {ξij}j=1 is the subset
of those elements for which |ξij |v < 1 and suppose1 j ≥ 2. Then

|ξi1 +
∏
l 6=i1

ξl|v < 1

because for each of the addends the non-archimedean absolute value is less than
one2. However,

ξi1 +
∏
l 6=i1

ξl /∈ βi

because if bi ∈ βi with i 6= i1 and bi = ξi1 +
∏
l 6=i1 ξl then

ξi1 = bi −
∏
l 6=i1

ξl ∈ βi,

which is a contradiction, and the same with i1. Hence by the observation we did
at the beginning of the proof,

|ξi1 +
∏
l 6=i1

ξl|v = 1,

1This means that for at least two of the prime ideals βi, the elements ξi verifiy |ξi|v < 1.
2Here the product is taking over all the indexes of the prime ideals βi except βi1 .
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which is again a contradiction, so j ≤ 1. Imagine that j = 0. Then

(pm)/(ξe11 · · · ξ
er
r ) = (pm)/(βme11 · · ·βmerr ) = OK ,

which implies that α̃ = pm/(ξe1i1 · · · ξ
er
ir

) is a unit of OK . Furthermore, by Lemma
1.4.16, using that it is a unit, |α̃|v = 1, and as |ξi|v = 1 for all i, |p|v = 1, which
contradicts the fact that it extends the p-adic absolute value.

If j = 1, let’s say that the element for which its absolute value is not 1 has index
1. Using a similar reasoning, take a ∈ OK with a /∈ β1. Let fi = ordβi(a). Then,

am/(ξf22 · · · ξ
fr
r ) /∈ βj

for all j = 1, ..., r, and it belongs to OK , since

(am)/(ξf22 · · · ξ
fr
r ) = (am)/(βf22 · · ·β

fr
r )m

is an ideal in OK . Therefore,

|a/(ξf22 · · · ξ
fr
r )|v = 1,

which implies that |a|v = 1 as we wanted to prove.

From now on, when we talk about the set MK of absoulte values in K we would
refer to those values (the values whose restriction to K is either the p-adic value
or the standard norm in R). The set of non-archimedean values will be denoted by
M0
K , and the set of archimedean values by M∞K . Returning to the l-adic absolute

values in Q, we obviously have that those absolute values are multiplicative and for
l prime,

|l|p = 1

if p 6= l and

|l|p =
1

p

if p = l so ∏
p

|l|p =
1

l

and therefore, ∏
v∈MQ

|l|v = |l|∞
∏
p

|l|p = 1. (1.4.3)

Corollary 1.4.19. Let K be a number field and α ∈ K. Let MK be the set of
absolute values of K, ∏

v∈MK

|α|nvv = 1.
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Proof. By the definition of norm, NK
Q (α) ∈ Q, hence using equation 1.4.3,

1 =
∏
v∈MQ

|NK
Q (α)|v.

Applying Proposition 1.4.14 we have that for fixed v0 ∈MQ,∏
v|v0

|α|nvv = |NE
K(α)|v0 ,

so putting together the two formulas,

1 =
∏

v0∈MQ

|NK
Q (α)|v0 =

∏
v0∈MQ

∏
v|v0

|α|nvv =
∏

v∈MK

|α|nvv ,

as we wished to prove. Note that |α|v = 1 except for a finite number of v, so we can
rearrange the terms of the product without changing the result. This expression is
also known as the product formula.

To end this section we present a classic result that will be used later on.

Proposition 1.4.20. Let K be a number field. Then there is a finite number of
primes p ∈ Z for which (p) is ramified.

Though this result could be generalized, we will just need this version.

1.5 Three classic results of Galois theory and number
fields

In this subsection we will deal with a well-known result about Abelian Kummer
theory and we will also prove the Dirichlet unit-theorem and other propositions.

1.5.1 Abelian Kummer theory

We will prove a classic result used in the Mordell-Weill proof. But before we will
need some basic lemmas.

Lemma 1.5.1. Let k be a field and K a finite Galois extension with Galois group
G = G1 ×G2 × · · · ×Gn−1 ×Gn, where Gi are finite groups ∀i and Ki is the fixed
field of

Hi = G1 ×G2 × · · · ×Gi−1 × {1} ×Gi+1 × · · · ×Gn.

Then Ki is Galois over k and K = K1K2 · · ·Kn
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Proof. For proving that Ki/k is Galois it is enough to show that Hi is normal,
but that is trivial because g ∈ G, g = (g1, g2, ..., gn) with gi ∈ Gi, h ∈ Hi, h =
(h1, ...hi−1, 1, hi+1, hn), then

(g1, g2, ..., gn) · (h1, ...hi−1, 1 , hi+1, hn) · (g−1
1 , g−1

2 , ..., g−1
n ) =

(g1h1g
−1
1 , ..., gi−1hi−1g

−1
i−1, 1 , gi+1hi+1g

−1
i+1, ..., gnhng

−1
n ) ∈ Hi.

Let L = K1K2 · · ·Kn. Now, as ∀i, Ki ⊂ K1K2 · · ·Kn, if g ∈ G fixes K1K2 · · ·Kn,
in particular it fixes Ki, hence g ∈ Hi and consequently Gal(K/L) ⊂

⋂
iHi = {1},

so Gal(K/L) is trivial and therefore K1K2 · · ·Kn = L = K.

Lemma 1.5.2. Let K/k be a Galois extension of fields and let G be its Galois
group. Let {σ1, σ2 · · · , σn} be a set of distinct embeddings from K to K, σi ∈ G ∀i,
and let ai ∈ K. Then

a1σ1 + a2σ2 + · · ·+ anσn ≡ 0

if and only if ai = 0 ∀i = 1 · · ·n.

Proof. For n = 1 the result is trivial because σ1 is an embedding. Suppose we have
a set of n embeddings in which there is a non-trivial linear combination of them.
We choose a combination in which not all the coefficients are zero and the number
k of embeddings is minimun, so k ≥ 2 and σi 6= 0 ∀i = 1 · · ·n,

a1σ1 + a2σ2 + · · ·+ akσk ≡ 0. (1.5.1)

As σ1 6= σ2, there exists a ∈ K for which σ1(a) 6= σ2(a), then since σi are homo-
morphisms, we have for all x ∈ K

a1σ1(a)σ1(x) + a2σ2(a)σ2(x) + · · ·+ akσk(a)σk(x) = 0. (1.5.2)

Therefore, multiplying 1.5.1 by σ1(a) and subtracting that equation and 1.5.2 we
have

a2(σ1(a)− σ2(a))σ2 + · · ·+ ak(σ1(a)− σk(a))σk ≡ 0,

so as a2(σ1(a)− σ2(a)) 6= 0 we have a relation with less terms in which not all the
coefficients are zero, which is a contradiction.

With this last lemma we can prove the following corollary.

Corollary 1.5.3. Let K/k be a cyclic extension of fields of degree n with Galois
group G and generator σ. Suppose β ∈ K. Then NK

k (β) = 1 if and only if there
exists α ∈ K for which β = α/σ(α).
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Proof. Let β = α/σ(α). Then

N(β) =
∏
σ∈G

σ(α)/σσ(α) =
∏
σ∈G

σ(α)/
∏
σ∈G

σ(α) = 1.

Conversely, if NK
k (β) = 1, using Lemma 1.5.2 and the notation ξσ = σ(ξ) and

ξτ+σ = ξτξσ we have that

β + β1+σσ + · · ·+ β1+σ+σ2+···+σn−1
σn−1 6= 0

because all the coefficients are non-zero and σ has order n, so all embeddings are
different. Therefore there exist α, γ ∈ K such that

α = βγ + β1+σσ(γ) + β1+σ+σ2
σ2(γ) + · · ·+ β1+σ+σ2+···+σn−1

σn−1(γ) 6= 0,

hence

σ(α) = βσσ(γ) + βσ+σ2
σ2(γ) + βσ+σ2+σ3

σ3(γ) + · · ·+ β1+σ+σ2+···+σn−1
γ,

and since 1 = NK
k (β) = β1+σ+σ2+···+σn−1

, we have that α = βσ(α), which concludes
the proof.

Definition 1.5.4. We say that a Galois extension of fields K/k is said to be of
exponent m if for all σ ∈ G we have σm = 1. We also say that a Galois extension
of fields K/k is abelian when its Galois group G is abelian.

With all those previous lemmas and definitions we are ready to prove the fol-
lowing proposition.

Proposition 1.5.5. Let m be an integer, k a field of characteristic prime to m
containing an m-primitive root and K its maximal abelian extension of exponent
m. Then K is Galois and is obtained by adjoining the m-roots of the elements of
k to k.

Proof. Let L be a subextension of K (a finite extension of k contained in K), and
let G be the Galois group of K/k. Then by assumption L/k is abelian and Galois
because G(K/L) is normal in G as G is abelian and any element of G(L/k) can be
obtained by retricting some σ ∈ G to L. Therefore, since G is abelian, G(L/k) will
also be abelian (by Galois Theory we know that G(K/k)/G(K/L) ' G(L/k). The
group G(L/k) will be abelian because G(K/k)/G(K/L) is abelian). Since G(L/k)
is abelian and finite, it can be written as a direct product of cyclic groups:

G(L/k) = C1 × C2 × · · · × Cn−1 × · · ·Cn.

Using Lemma 1.5.1 we have that if Ki is the fixed group of Hi = C1 × C2 ×
· · · × Ci−1 × {1} × Ci+1 × · · · × Cn, Ki is Galois over k and its Galois group is
G(Ki/k) ' G(L/k)/Hi ' Ci. Therefore, it is cyclic of exponent m, so if the order
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ni of its generator τi is equal to the order of the group and τmi = 1, ni|m, and again
applying the lemma we know that L = K1K2 · · ·Kn.

Using the hypothesis that k contains an m-primitive root of the unit ζ, as
ζ−1 ∈ k,

NKi
k (ζ−1) = (ζ−1)m = 1/(ζ)m = 1,

hence applying corollary 1.5.3, if σi is the generator of Gal(Ki/k), there exists
α ∈ Ki such that ζ−1 = α/σi(α), so σi(α) = ζα. Let ni = Gal(Ki/k) = [Ki : k].
Since σji (α) = ζjα, and ζjα are all distinct for all j = 0, 1, ...,m − 1, the minimal
polynomial of α over k has degree at least m, so [k(α) : k] ≥ m, but as ni|m, in
particular ni ≤ m, so we have

m ≤ [k(α) : k] ≤ [Ki : k] = ni ≤ m,

which implies that k(α) = Ki. In fact,

σi(α
m) = σi(α)m = ζmαm = αm,

hence since σi generates Gal(Ki/k), we conclude that ai = αm ∈ K, and then

Ki = k(a
1/m
i ), so therefore, as L = K1K2 · · ·Kn,

L = k(a
1/m
1 , a

1/m
2 , ..., a1/m

n ).

This implies that K ⊂ k(A), where A = {a1/m : a ∈ k}.
But now if G′ = Gal(k(A)/k), by the definition of k(A), every β ∈ k(A) belongs

to k(b
1/m
1 , b

1/m
2 , ..., b

1/m
l ) for some bi ∈ k. Therefore, to prove that τ, τ ′ ∈ G′ implies

that ττ ′(x) = τ ′τ(x) for all x ∈ k(A) it suffices to prove it for the b
1/m
i . Since

τ(b
1/m
i ) must be a root of the polynomial equation xm − bi = 0, then τ(b

1/m
i ) =

ζjτ b
1/m
i and τ ′(b

1/m
i ) = ζjτ ′ b

1/m
i , so

ττ ′(b
1/m
i ) = τ(ζjτ ′ b

1/m
i ) = ζjτ ′ ζjτ b

1/m
i = ζjτ ζjτ ′ b

1/m
i

= τ ′(ζjτ b
1/m
i ) = τ ′τ(b

1/m
i ),

which means that k(A) is abelian, hence k(A) ⊂ K and k(A) = K, as we wanted
to prove.

Remark 1.5.6. Indeed what we actually showed during the proof of the proposition
is that all abelian extensions of k of exponent m are contained in k(A), which is
something we will use later.

1.5.2 Class number and unit theorem

In this subsection we will prove two classic results concerning the class number of
the integer ring of a number field and the finiteness of a certain set in Rs.
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LetK be a number field andOK . As we saw in the last section, OK is a Dedeking
ring, so the set IK of its non-zero fractional ideals form a multiplicative group. By
a principal fracional ideal we shall mean the fractional ideal (α) generated by α,
where α belongs to the quotient field of OK (it is indeed a fractional ideal because if
α = α1/α2 with α1, α2 ∈ OK then α2(α) ⊂ OK). The group of non-zero fractional
ideals modulo the principal fractional ideals will form a group (the group of non-
zero fractional ideals is abelian, so every subgroup is normal) and will be called the
ideal class group. The cardinal of that group is called the class number. Before
proving the main theorem about it, we will show a definition and a lemma which
can be found in [25].

Definition 1.5.7. Let K be a number field and a be an ideal of OK . Define Na
as the number of elements of OK/a.

Lemma 1.5.8. Let K be a number field and let β ∈ K, β 6= 0. Then

N(β) = NK
Q (β).

Proposition 1.5.9. Let K be a number field and OK its integer ring. Then the
class number is finite.

Proof. Let a be an ideal of OK . It suffices to show that there exists another ideal
b such that b−1 belongs to the same ideal class and Nb ≤ C where C is a constant
that only depends on K. This is because there is only a finite number of ideals for
which that inequality holds.

To prove this last assertion, suppose that Nb ≤ C and let b = ρn1
1 · · · ρ

nl
l ,

where ρi are prime ideals in OK for all i. We have that OK/b =
∏
iOK/ρ

ni
i , so

Nb =
∏

(Nρi)
ni , and (Nρi)

ni = pnifii , where the exponents fi ≥ 1 are integers and
piZ = ρi ∩ Z. As there is only a finite set P of primes p that satisfy p ≤ C, and
since there is only a finite set of prime ideals in OK lying above each pZ, there is
only a finite set Q of prime ideals in OK (which is in fact contained in the set of the
prime ideals lying above those in P ) satisfying Nb ≤ C. Therefore, each ρi must
belong to Q and for each ρi, since (Nρi)

ni ≤ C, ni ≤ mi where mi is a constant
that depends on the prime ideal. Let T be the set of ideals for which the inequality
holds and |Q| = k. Then

T ⊂ {βe11 β
e2
2 · · ·β

ek−1

k−1 β
ek
k , 0 ≤ ei ≤ mi, βi ∈ Q , βi 6= βj ⇐⇒ i 6= j},

and the size of that set is bounded by
∏
i(mi + 1), so in particular T is finite, as

we wanted to prove.

Let’s now prove the first affirmation. Let a be an ideal and let ω1, ω2, ..., ωN be
the generators of OK . We consider the set S of elements of the form

a1ω1 + a2ω2 + ...+ aNωN ,
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where

0 ≤ ai ≤ (Na)1/N + 1,

and ai ∈ Z. Then, clearly |S| > Na, so there exist x, y ∈ S such that ξ = x− y ∈ a
and therefore if a = ρm1

1 · · · ρmnn , we have that (ξ) = ρ
m′1
1 · · · ρ

m′n
n · · · ρm

′
s

s , where
mi ≤ m′i which means that there is an ideal b with ab = (ξ).

Let ξ = a′1ω1 + ...+ a′NωN . Then,

|NK
Q (ξ)| =

∏
σ∈G
|a′1σ(ω1) + · · ·+ a′Nσ(ωN )|,

where 0 ≤ |a′i| ≤ (Na)1/N + 1, so denoting C1/N = 2N max1≤i≤N, σ∈G{|σ(ωi)|},

|NK
Q (ξ)| ≤ (C/2N )((Na)1/N + 1)N ≤ (C/2N )

(
(Na)1/N + (Na)1/N

)N
= C(Na).

Using Lemma 1.5.8 we obtain that

N((ξ)) = NK
Q (ξ).

Since the function N is (completely) multiplicative,

N(a)N(b) = N((ξ)) ≤ CN(a),

so N(b) ≤ C, and a and b−1 belong to the same class ideal, as we wanted to
prove.

Next we are going to prove another result concerning the finiteness of a certain
group, but for doing so we need some previous definitions.

Definition 1.5.10. Let MK be the set of all absolute values of the number field
K. We define a MK−divisor c to be a real function of the absolute values such
that

i) c(v) > 0 for all absolute values.

ii) c(v) = 1 for all but a finite number of v.

iii) If v is a discrete valuation there exists α ∈ K such that |α|v = c(v).

Sometimes we will also write |c|v instead of c(v).

Using that K can be uniquely factored as a (finite) product of prime ideals, we
have that for α ∈ K then |α|v = 1 for all but a finite number of v, hence |α|v is
also a MK−divisor and therefore

|αc|v = |α|vc(v)
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is again a MK−divisor. We also define the following quantities:

||c||v = c(v)Nv ,

||c||K =
∏
v

||c||v.

Let L(c) be the elements of K such that for each v,

|α|v ≤ c(v),

and denote λ(c) as the number of elements of L(c). By the product formula,
||αc||K = ||c||K , and the function

x→ αx

is clearly a biyection from L(αc) to L(c), so λ(αc) = λ(c). Now we will prove a
useful lemma.

Lemma 1.5.11. There exist two constants, c1, c2 depending on K such that

c1||c||K ≤ λ(c) ≤ sup(1, c2||c||K).

Proof. Suppose there is one complex value v0 in MK , so we identify Kv0 with the
complex plane. Let’s take the square of side 2c(v0) centered at the origin and let
m be an integer such that

m < λ(c)1/2 ≤ m+ 1. (1.5.3)

Ifm = 0 then the right inequality is obvious, hence we can assumem 6= 0.Divide the
square into m2 equal squares. Then by the inequality 1.5.3, there exists x, y ∈ L(c)
such that both of them belong to the same square, so

|x− y|v0 ≤ (2c(v0)/m)
√

2.

Suppose v is another archimedean absolute value. Then

|x− y|v ≤ |x|v + |y|v ≤ 2c(v),

and if v is non-archimedean,
|x− y|v ≤ c(v).

By the product formula,

1 =
∏
v

|x− y|Nv ≤ (8/m2)2j ||c||K = c2||c||K/4m2,

where j is the number of archimedean values minus one and c2 = 2j+5. Then since
(m+ 1)2 ≤ 4m2,

λ(c) ≤ (m+ 1)2 ≤ 4m2 ≤ c2||c||K ,

37



as we wanted to prove. Suppose MK contains a real value v0. Then we consider
the interval of radius v0 centered at the origin, we divide it in m equal subintervals
and we proceed in a similar way.

For the other inequality, let c0 = N supi,v(|ωi|v) where v are the archimedean
values. Let t = c0 minv(c(v)−1). Take xv ∈ Q such that (5/4)c0/c(v) < xv <
(7/4)c0/c(v). By the approximation theorem3 there exists α ∈ K such that |α −
xv| < t/4. If q ∈ Q, |q|v = |q|, then for each v, |α|v ≤ |α−xv|v +xv ≤ c0c(v)−1/4 +
(7/4)c0c(v)−1 = 2c0/c(v), and |α|v ≥ xv−|α−xv| ≥ (5/4)c0c(v)−1−c0c(v)−1 = c0,
so we have

c0 ≤ |αc|v ≤ 2c0.

As there are only a finite number of non-archimedean valuations such that |αc|v 6= 1,
we multiply by an integer a ∈ Z. This integer will be divisible by a big power of
the prime that belongs to each of the primes in OK that correspond to each of
the valuations for which |αc|v 6= 1. Therefore, we get that |αca|v ≤ 1 for all
non-archimedean valuations, hence

c0|a|v ≤ |αca|v ≤ 2c0|a|v.

Using the fact that λ(c) and ||c||K don’t change if c is multiplied by a constant
in K, it suffices to prove the inequality for αac (we can call it just c), so we can
suppose

c0|a|v ≤ |c|v ≤ 2c0|a|v (1.5.4)

for the archimedean values. Let L be the set of elements belonging to OK that can
be written

a1ω1 + ...+ aNωN ,

where 0 ≤ ai ≤ a, so the size of L is bigger than aN . As for each non-archimedean
v there exists α ∈ K such that |α|v = c(v) ≤ 1, we can consider nρ = ordρ(α) ≥ 0,
where ρ is the prime associated with v. Therefore, considering the image of L under
the natural homomorphism from OK into OK/

∏
ρ ρ

nρ , there will be a subset L′ of
L for which at least

aN∏
(Nρ)nρ

elements will belong to the same class. Then, if we fix x ∈ L′ and y belongs to L′,

|x− y|v ≤ c(v)

for each non-archimedean value, and for the archimedean values, using that the
absolute values (in Q) of the coefficients of x − y are smaller or equal than a, the
definition of c0 and 1.5.4,

|x− y|v ≤ |a|(N sup
i,v

(|ωi|v)) = |a|c0 ≤ |c|v.

3Check [25] for a proof of this theorem.
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Therefore, at least
aN∏

(Nρ)nρ

elements belong to L(c), which implies that

λ(c) ≥ aN
∏

1/(Nρ)nρ , (1.5.5)

and as a = |a|v for all the archimedean values, using 1.5.4,

aN =
∏
v|v∞

|a|Nv ≥ c1

∏
v|v∞

||c||v, (1.5.6)

where c1 = 1/(2c0)N . Finally, using that if p ∈ ρ for a prime p, and ordρ(p) = e,
|OK/ρ| = pf then ef = Nv,

c(v) = |α|v =
1

pnρ/e
=

1

(Nρ)nρ/ef
=

1

(Nρ)nρ/Nv
,

||c||v =
1

(Nρ)nρ
. (1.5.7)

Joining the formulas 1.5.5, 1.5.6 and 1.5.7,

λ(c) ≥ c1||c||K ,

as we wanted to prove.

Next, let S be a finite subset of MK containing the archimedean values S∞. We
will call S− units the elements α of K for which

|α|v = 1

for all v /∈ S. We will denote it by KS . Let v1, v2, ..., vs the absolute values of S,
and consider the application

x→ (log ||x||1, log ||x||2, ..., log ||x||s)

that goes from kS to Rs. Let log(kS) be the image of this application and log the
name of the application.

Definition 1.5.12. A k-dimensional lattice is a discrete group of Rs that gen-
erates a subspace of dimension k over R.

We are going to prove that log(kS) is a s − 1-dimensional lattice, but first we
will prove a technical lemma.
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Lemma 1.5.13. Given v0 ∈ MK there exists a constant c(v0) for which for all
MK − divisor c, there exists β ∈ K such that

1 ≤ ||βc||v ≤ c(v0)

for all v 6= v0.

Proof. Let c1 be the constant of Lemma 1.5.11. Then we choose c0 = 1 if v0 is
archimedean and c0 = Np0 if v0 is non-archimedean. Let c′ be a MK − divisor
which differs from c only at v0 and such that

1/c1 ≤ ||c′||K ≤ c0/c1.

To check that we there exists such divisor, suppose v0 is archimedean. We can

take then ||c′||v0 =
||c||v0
c1||c||K . Suppose v0 is non-archimedean. Since ||c′||v0 must be a

power of c0 then multiplying ||c||K/||c||v0 by a suitable power of c0 we will obtain
a number that satisfies the above inequality. Let c(v0) = c0/c1. Using Lemma
1.5.11 we obtain that λ(c′) ≥ 1, hence there exists α such that ||α||v ≤ c′(v), so
||α||v ≤ c(v) ∀ v 6= v0, and if β = 1/α, then 1 ≤ ||βc′||v ∀ v and consequently
1 ≤ ||βc||v ∀ v 6= v0. For the other inequality,

||βc′||v ≤ ||βc′||K = ||β||K ||c′||K = ||c′||K ≤ c(v0),

where we have used the product formula and the fact that ||βc′||K is a product of
numbers greater or equal to one.

We will now prove the theorem.

Theorem 1.5.14. log(kS) is a s− 1-dimensional lattice.

Proof. Let x ∈ kS . As |α|v = 1 for all v /∈ S, by the product formula we have that
||x||1||x||2 · · · ||x||s = 1, so log ||x||1 +log ||x||2 + ...+log ||x||s = 0. Therefore log(kS)
is contained in a s− 1 dimensional subspace. To show that it is discrete it suffices
to show that for any close ball centered at the origin there is only a finite number
of points of log(kS) contained on it.

Let M > 0 and BM = {x : |x| ≤ k} ⊂ Rs. We must show that BM ∩ log(kS) is
finite. Let α ∈ kS such that log(x) ∈ BM . Then

(log ||α||1)2 + (log ||α||2)2 + ...+ (log ||α||s)2 ≤M2,

so in particular | log ||α||i| ≤M and e−M ≤ ||α||i ≤ eM for all i = 1, 2, ..., s, and for
the rest of absolute values ||α||v = 1, so

e−M ≤ ||α||v ≤ eM (1.5.8)
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for all v ∈MK .

It can be proven that in this situation there is only a finite number of α for
which that happens.

Now, given a valuation v0 ∈ S we have that as the constant c(v0) of Lemma
1.5.13 is fixed, there is only a finite number of primes of OK such that Nρ ≤ c(v0)
(because there is only a finite number of primes that lies above pZ for each p and
only a finite number of primes satisfies p ≤ c(v0)). Therefore, denoting S′ as the
finite set of primes that satisfy the inequality plus S (S ⊂ S′), then using Lemma
1.5.13 we have that for each c there exists β ∈ K for which

1 = ||βc||v

for all v /∈ S′. This is because if ρ /∈ S′ then ||βc||v must be a non-negative power
of Nρ, hence it must be 1 as Nρ > c(v0).

Now we only consider c such that c(v) ≥ 1 for all v and c(v) = 1 for v /∈ S.
Then

1 = ||βc||v = ||β||v

if v /∈ S′ and

1 ≤ ||βc||v ≤ c(v0)

if v 6= v0, so

1 ≤ ||β||v ≤ c(v0) (1.5.9)

if v /∈ S.
Suppose B is the set of such β and consider the application

β → {||β||v}(v∈S′−S).

The image then is finite because for each entry the possible values are powers of Nρ
with positive bounded exponent as a consequence of 1.5.9. Suppose β1, β2..., βm is
a set whose image is precisely the image of B. Since ∀ β ∈ B, ||β||v = 1 for all
v /∈ S′, given β ∈ B we have that there exists βi with β/βi = uβ, where uβ is a
S−unit. Denoting

b = min
v∈S′−S
i=1,2...m

(||βi||v),

then given c a MK-divisor satisfying the previous hypothesis we have that there
exists β ∈ B such that ||β||v = 1 for all v /∈ S′ and

||βc||v ≤ c(v0)

∀ v 6= v0. Consequently, as β = uββi, with uβ a S-unit,

b||uβc||v ≤ ||βc||v ≤ c(v0),

41



so

||uβc||v ≤
c(v0)

b
, (1.5.10)

for all v 6= v0, where b, c(v0) are constants that only depend on v0. Therefore, given
c(v0) we take c with the above properties such that for all v ∈ S, v 6= v0 c(v) is big
enough so that ||uβ||v < 1, and then by the product formula ||uβ||v0 > 1.

If v1, v2, ..vs−1 ∈ S are s−1 distinct absolute values in S we take x1, x2..., xs−1 ∈
KS such that for each xi, ||xi||vi > 1, and ||xi||vj < 1, for each i 6= j. Denote

log(x1) = (log(||x1||v1), log(||x1||v2)..., log(||x1||vs)) = (ξ1,1, ξ1,2, ξ1,3, ..., ξ1,s)

log(x2) = (log(||x1||v1), log(||x2||v2)..., log(||x2||vs)) = (ξ2,1, ξ2,2, ξ2,3, ..., ξ2,s)),

.

.

.

log(xs−1) = (log(||xs−1||v1), log(||xs−1||v2)..., log(||xs−1||vs))
= (ξs−1,1, ξs−2,2, ξs−1,3, ..., ξs−1,s).

We are going to prove now that log(x1), log(x2)..., log(xs−1) are linearly independent
over R. Let M be the matrix

M = (ξi,j) 1≤i≤s
1≤j≤s−1

and suppose we have a non-trivial combination of the first s− 1 columns:

λ1Y1 + λ2Y2 + ...+ λs−1Ys−1 = 0.

Then, multiplying by −1 if necessary and rearranging the terms we can suppose
that λ1 > 0 and λ1 ≥ λj for all j 6= i. Since ξ1,1 > 0 and ξ1,i < 0 for all i 6= 1,

0 = λ1ξ1,1 + λ2ξ2,1 + ...+ λs−1ξs,1 ≥ λ1(ξ1,1 + ξ2,1 + ...+ ξs,1) = λ1(−ξ1,s) > 0,

where in the last equality we have used the product formula, so we have a contra-
diction. As log(Ks) is contained (by the product formula) in a s − 1-dimensional
space, we conclude that log(Ks) is a s− 1-dimensional lattice.

Next, we are going to prove a general result about k-dimensional lattices.

Lemma 1.5.15. Let Γ be a m-dimensional lattice in Rs. Then Γ is a free abelian
group of rank m.

Proof. We will do it by induction on m. Let ξ1, ξ2, ..., ξm be a set of independent
vectors in Γ and Γ0 be the subgroup of Γ included in the subspace generated by
ξ1, ξ2, ..., ξm−1 (it is obviously discrete, so it is a m − 1-dimensional lattice). By
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induction, Γ0 is generated (as a Z-module) by ξ1, ...ξm−1. Now we consider the set
T of all ξ ∈ Γ such that

ξ = a1ξ1 + a2ξ2 + ...+ amξm

where 0 ≤ ai < 1 for all i = 1, 2, ..,m − 1 and 0 ≤ am ≤ 1. We can take ξ′m whose
coefficient bm of ξm is minimun and not 0, because if there was an infinite number of
elements in T with the am different from each other, |T | =∞, but T is a bounded
set, so as Γ is discrete, T must be finite. Suppose ξ ∈ T is arbitrary:

ξ = a1ξ1 + a2ξ2 + ...+ amξm.

We can multiply ξ′m by a suitable integer cm and substract it to ξ so that the
coefficient a′m of ξm satisfies 0 ≤ a′m < bm. Therefore, if we substract ξ − cmξ′m by
an appropiate integral combination of ξ1, .., ξm−1, the resulting vector will be in T
and the coefficient of ξm will satisfy 0 ≤ a′m < bm, hence it must be 0 and therefore

ξ − cmξ′m − c1ξ1 − ...− cm−1ξm−1 ∈ Γ0.

Consequently, by induction, there exists c′1, c
′
2...c

′
m−1 such that

ξ = c′1ξ1 + c′2ξ2 + ...+ c′m−1ξm−1 + cmξm,

which implies that Γ is a free abelian group of rank m.

Corollary 1.5.16. The set log(KS) is a free abelian group of rank s− 1, and KS

modulo the roots of unity form a free abelian group of rank s− 1. In particular, if
m is a positive integer, KS/(KS)m is finite.

Proof. The first assertion is an inmediate consequence of the previous lemma and
Theorem 1.5.14. For the second one, the elements of the kernel of log(x) (this
application is clearly a group homomorphism) have all absolute values bounded
(equal to 1) hence using a similar argument than the one we used in the proof of
Theorem 1.5.14, it must be finite. Since it is a group in KS , all the elements must
have finite order, so they are the roots of unity belonging to K.

Let β1, β2...βs−1 be elements whose images are the generators of log(KS). Then
for β ∈ KS ,

log(β) = c1 log(β1) + ...+ cs−1 log(βs−1) = log(βc11 β
c2
2 · · ·β

cs−1

s−1 ),

for some integers ci, i = 1, ...s−1, so log(β/βc11 β
c2
2 · · ·β

cs−1

s−1 ) = 0 and therefore there
exists a root of unit uβ such that

β = uββ
c1
1 β

c2
2 · · ·β

cs−1

s−1 ,

as we wanted to prove. For the last assertion, since the group of roots of unity in
K is finite, and the coefficients ci in KS/(KS)m are bounded by m, it follows that
KS/(KS)m is finite.
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1.5.3 A theorem about the finiteness of a maximal abelian exten-
sion

The following proposition will also be very important for the proof of the Mordell-
Weil Theorem.

Proposition 1.5.17. Let K a number field, S a finite set of places such that
M∞K ⊂ S and m a positive integer. If L is the maximal extension of K having
exponent m which is unramified at all v /∈ S, L/K is finite.

Proof. First we note that when K ′ is a finite extension of K for which the theorem
is valid then LK ′/K ′ is unramified by Proposition 1.4.7. Furthermore, for x ∈ LK ′
then x = k1l1 + ...+ krlr so if σ, σ′ ∈ G(LK ′/K ′) (LK ′/K ′ is Galois because L/K
is Galois and K ⊂ K ′),

σ(σ′(x)) = σ(k1σ
′(l1) + ...+ krσ

′(lr)) = k1σσ
′(l1) + ...+ krσσ

′(lr)

= k1σ
′σ(l1) + ...+ krσ

′σ(lr) = σ′(σ(x)),

where we have used that σ|L, σ′|L ∈ G(L/K), which is an abelian group, and

σm(x) = k1σ
m(l1) + ...+ krσ

m(lr) = k1l1 + ...+ krlr = x.

Therefore, LK ′/K ′ is also abelian and of exponent m, so LK ′ is thus contained
in the maximal extension with respect to those properties, and it is finite. Conse-
quently, LK ′/K is finite because K ′/K is finite and for that reason L/K is finte.
Hence, we can suppose that K contains the m−roots of unity µm.

Suppose S1 ⊂ S2. Let Li be the maximal extension unramified outside Si for
each i = 1, 2. Then L1 ⊂ L2, and if we prove the finiteness for L2, we will also have
it for L1, so we can enlarge S a finite number of places. Consider the subset of K

RS = {a ∈ K : v(a) ≥ 0 for all v /∈ S}.

Then RS is obviously a ring because of the properties of the valuation, and OK ⊂ K.
Therefore, RS is the ring we obtain when we localize OK at the elements b for
which v(b) = 0 for all v /∈ S and v(b) ≥ 0 for v ∈ S −M∞K , which is obviously a
multiplicative set. We call that set P .

Indeed, we have that for all the elements x of the localized ring P−1OK , the
inequality v(a) ≥ 0 holds for all v /∈ S. Conversely, when y ∈ RS then using the
same argument than in the inequality 1.5.10, if v∞ ∈ M∞K , there exists b ∈ kS for
which v(b) is very large for all v 6= v∞ and v ∈ S, and v∞(b) is (by the product
formula) very big. Then, yb ∈ OK because v(yb) ≥ 0 for all v /∈M∞K , hence y = yb

b
with yb ∈ OK and v(b) ≥ 0 for v ∈ S −M∞K , so y ∈ P−1OK .

We have therefore that RS = P−1OK , which by Lemma 1.3.13 implies that
RS is a Dedekind ring and its prime ideals are in biyective correspondence with
those in OK that does not contain any element of P . Using the same argument
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as in equation 1.5.10, it can be proven that for each v ∈ S −M∞K , there exists
av such that av ∈ P and v(av) > 0. Thus the only primes in P−1OK are those
corresponding to v /∈ S. Applying Proposition 1.5.9, since the class number is finite,
the size of the quotient group of fractional ideals modulo principal ideals in P−1OK
is also finite (and bounded by the class number of K). Let

I1 = pe11i11
· · · pe1r1i1r1

...

Im = pem1
im1
· · · p

eimrm
imrm

be the ideals in OK such that P−1I1, ..., P
−1Im are a set of representatives of

elements in the quotient group. Adding to S the valuations corresponding to all
the pj appearing in the decomposition of each of the ideals I1, ..., Im (which is of
course a finite number of them) then the quotient group is trivial, so RS = P−1OK
is now a principal ring.

As v(m) 6= 0 for a finite number of valuations, we may also add those valuations
to the set S so that outside S, v(m) = 0.

Since L/K is the maximal abelian extension of exponent m unramified outside
S, by Kummer theory (Remark 1.5.6) we have that L is of the form K( m

√
a : a ∈ F ),

where F ∈ K is a certain set. As the subextensions of an unramified extension are
unramified, K( m

√
a)/K is unramified for all a ∈ F , so if

F ′ = {a ∈ K : K( m
√
a)/K is unramified},

K( m
√
a : a ∈ F ) ⊂ K( m

√
a : a ∈ F ′), and reciprocally, as the composite of unramified

extensions is unramified, K( m
√
a : a ∈ F ′) is unramified, and thus

K( m
√
a : a ∈ F ′) = K( m

√
a : a ∈ F ).

Let v′|v be a valuation in K( m
√
a) that extends v. Since the valuation v is nor-

malized, (v(K∗) = Z), if K( m
√
a)/K is unramified, then (v′(K( m

√
a)∗) : v(K∗)) = 1.

Hence v′(K( m
√
a)∗) = Z and mv′( m

√
a) = v′(a) = v(a) ∈ Z which implies that since

v′( m
√
a) ∈ Z,

v(a) ≡ 0 mod (m).

Furthermore, let a = a′bm with b ∈ K. Then K( m
√
a) = K( m

√
a′), so each represen-

tative in the group K∗/(K∗)m defines a unique extension, and v(a) mod (m) does
not depend on the representative, hence we can suppose that

F ⊂ TS = {a ∈ K∗/(K∗)m : v(a) ≡ 0 mod (m), v /∈ S}

(we can take F so that there is just one representative of each element for each
class in the group K∗/(K∗)m. Therefore, there is an injection of F into TS).
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Consequently, for proving the finiteness of L it suffices to prove that the set TS
is finite. Consider the map

R∗S → TS ,

which consists on taking classes. It is well defined because v(a) = 0 for all a ∈ R∗S
and v /∈ S. In fact, R∗S = {a ∈ K∗ : v(a) = 0 ∀v /∈ S} because if v(a) > 0 for
some v /∈ S, then v(a−1) < 0, hence a−1 /∈ RS , and if v(a) = 0 for all v /∈ S then
v(a−1) = 0 so a−1 ∈ RS . We are going to prove that the map is surjective.

Indeed, let a ∈ K be a representative of any class in TS . Then

(a) = pmr1i1
· · · pmrlil

βj1 · · ·βjs ,

where pi1 , ..., pil /∈ S and βi ∈ S (rk may be negative). Therefore, when localizing
as before, aRS = (pi1

r1 · · · pilrl)m. Furthermore, since RS is principal, there exists
b ∈ K∗ such that

bRS = pi1
r1 · · · pil

rl .

Consequently, aRS = bmRS . Thus, there exists a unit u ∈ RS such that a = ubm,
so u = ab−m, and therefore the image of u under the map is the class of a, as we
wished to prove. The map is of course a homomorphism, and the subgroup RmS is
included in the kernel of that map, so we have that

R∗S/(R
∗
S)m � RS/Ker ' TS ,

where the first map is surjective, hence

R∗S/(R
∗
S)m � TS

is surjective, and using Corollary 1.5.16, R∗S/(R
∗
S)m is finite. Therefore, TS is also

finite, as we wanted to prove.
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Chapter 2

The arithmetic and geometry of
elliptic curves.

The following section just pretends to be a very brief summary of basic definitions
and properties about elliptic curves. For more details, check Silverman [43].

Given a field K, an elliptic curve is a pair (E,O), where E is a smooth proyective
curve over K of genus 1 1 and O is a point of E. The elliptic curve is said to be
defined over K if the curve and O are defined over K. Thus it can be proven
(using Riemann-Roch) that an elliptic curve can be embedded in P2(K) and has
the following expression:

Y 2Z + a1XY Z + a3Y Z
2 = X3 + a2X

2Z + a4XZ
2 + a6Z

3

with a1, ..., a6 ∈ K. The only point with Z = 0 is O = [0 : 1 : 0], so taking non-
homogeneous coordinates x = X/Z and y = Y/Z and dehomogenizing the previous
equation,

y2 + a1xy + a3y = x3 + a2x
2 + a4x+ a6.

This last expression is called Weiestrass equation. Therefore, the points of E are
the points that satisfies this last equation plus the point O. We say that E/K is
defined over K when a1, ..., a6 ∈ K. We always think of the elliptic curve as the
points E(K) in P2(K) satisfying the first equation, and if E/K is defined over K,

E(K) = E(K) ∩ P2(K)

will be the points in E with coordinates in K. Suppose char(K) 6= 2. Then
applying the change of coordinates

y → 1

2
(y − a1x− a3)

1For basic information about the genus of a curve, check [43]
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we obtain the equation:

y2 = 4x3 + b2x
2 + 2b4x+ b6,

where
b2 = a2

1 + 4a2,

b4 = 2a4 + a1a3,

b6 = a2
3 + 4a6.

We also define
b8 = a2

1a6 + 4a2a6 − a1a3a4 + a2a
2
3 − a2

4,

c4 = b22 − 24b4,

c6 = b32 + 36b2b4 − 216b6,

∆ = −b22b8 − 8b34 − 27b26 + 9b2b4b6.

j = c3
4/∆.

Now, if char(K) 6= 2, 3, then making the change of variables

(x, y)→ ((x− 3b2)/36, y/216),

we obtain the following equation

E : y2 = x3 − 27c4x− 54c6.

The only change of variables that preserves this equation is

x = u2x′ + r, y = u3y′ + u2sx′ + t,

with u, r, s, t ∈ K. With this change of variables,

c′4 = u−4c4, c′6 = u−6c6, ∆′ = u−12∆.

Throughout most of the work we will deal with elliptic curves over number
fields, so we can always suppose that

E : y2 = x3 +Ax+B

for some A,B ∈ K (char(K) = 0). With this notation,

∆ = −16(4A3 + 27B2).

The only change of variables that preserves this equation is

x = u2x′, y = u3y′,

for some u ∈ K∗, and then the corresponding new coefficients will be

A′ = u−4A, B′ = u−6B, ∆′ = u−12∆.
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Definition 2.0.1. Let K be a field and E/K a curve given by a Weiestrass equa-
tion. We say that

• i) E is non-singular if ∆ 6= 0 (and in particular (E,O) is an elliptic curve).

• ii) E has a node if ∆ = 0 and c4 6= 0.

• iii) E has a cusp if ∆ = c4 = 0.

Furthermore, the above conditions can also be characterized by the derivaties of
the function

f(x, y) = y2 + a1xy + a3y − x3 − a2x
2 − a4x− a6.

More precisely,

• E is singular if and only if there exists a point (x0, y0) for which

(∂f/∂X(x0, y0), ∂f/∂Y (x0, y0)) = (0, 0).

• E has a node if and only if E is singular and the tangent lines of E at (x0, y0)
are different.

• E has a cusp if and only if it E is singular and it has just one tangent line.

2.1 Definition and properties of the group law

Let E/K an elliptic curve. We can define a group law as follows: Let P,Q ∈ E.
Take the line L joining them and let R be the intersection of that point with E (by
Bezout’s theorem, there will be three intersection points). Let L′ be the line that
joins R and O. Then, the third intersection point will be the definition of P + Q.
The following lemma, which will be left without proof, will assert that E with this
operation is a group.

Lemma 2.1.1. The operation + has the following properties:

• i) If the intersection points of a line L with E are P,Q and R, then

P +Q+R = O.

• ii) P +O = P for all P ∈ E.

• iii) P +Q = Q+ P for all P,Q ∈ E.

• iv) Let P ∈ E. There exists a point denoted by −P such that

P + (−P ) = O.
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• v) Let P,Q,R ∈ E. Then,

(P +Q) +R = P + (Q+R).

• vi) E(K) is a subgroup of E(K) with the same operation.

Though we are not going to prove them, all of them are obvious except vi),
which will be clear when we show the explicit formulas of the operation, and the
associativity, because doing it by hand could be quite tedious. However, using
divisors, it can be proven that there is a biyection between a certain picard group
Pic0(E) 2 and the points of the elliptic curve that preserves the group operation,
so associativity then follows by the fact that it holds in that picard group.

From now on, if m ∈ N and P ∈ E, we will write

[m]P = mP = P + ...+ P (m times),

and if m < 0,
[m]P = (−P ) + ...+ (−P ) ( −m times).

We also define E[m] as the torsion subgroup, that is,

E[m] = {P ∈ E : [m]P = 0}.

The following proposition contains all the explicit formulas for the group operation.

2For the definition and properties of this subgroup of the divisors, check [43].
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Proposition 2.1.2. Let E be an elliptic curve given by the Weiestrass equation:

E : y2 + a1xy + a3y = x3 + a2x
2 + a4x+ a6.

Then

• i) Let P0 = (x0, y0) ∈ E. Then,

−P0 = (x0,−y0 − a1x0 − a3).

• ii) Let P1 = (x1, y1), and P2 = (x2, y2). Then by the previous case, if x1 = x2

and
y2 = −y1 − a1x1 − a3

then P1 = −P2. Otherwise,

λ =
y2 − y1

x2 − x1
, ν =

y1x2 − y2x1

x2 − x1
if x1 6= x2;

and

λ =
3x2

1 + 2a2x1 + a4 − a1y1

2y1 + a1y1 + a3
,

ν =
−x3

1 + a4x+ 2a6 − a3y1

2y1 + a1x1 + a3
if x1 = x2, y1 = y2.

• iii) With the quantities defined before, P3 = P1 +P2 has the following coordi-
nates

x3 = λ2 + a1λ− a2 − x1 − x2,

y3 = −(λ+ a1)x3 − ν − a3.

Therefore, if P1 6= ±P2, then

x(P1 + P2) =
( y2 − y1

x2 − x1

)2
+ a1

( y2 − y1

x2 − x1

)
− a2 − x1 − x2,

and denoting P = (x, y),

x([2]P ) =
x4 − b4x2 − 2b6x− b8
4x3 + b2x2 + 2b4x+ b6

.

The fact that E(K) is a subgroup is now obvious because all the coefficients
involved in the formulas belong to K. Furthermore, let σ ∈ Gal(K/K) and P1, P2 ∈
E(K) with P1 = (x1, y1) and P2 = (x2, y2). Suppose x1 6= x2 (the other case is done
the same way). Let λ, ν be the quantities involved in the sum of P1 and P2 and
λ′, ν ′ the quantities involved in the sum of σ(P1) and σ(P2). Then,

σ(λ) =
σ(y2)− σ(y1)

σ(x2)− σ(x1)
= λ′
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and

σ(ν) =
σ(y1)σ(x2)− σ(y2)σ(x1)

σ(x2)− σ(x1)
= ν ′,

hence
σ(x3) = λ′2 + a1λ

′ − a2 − σ(x1)− σ(x2) = x(σ(P1) + σ(P2)),

and
σ(y3) = −(λ′ + a1)σ(x3)− ν ′ − a3 = y(σ(P1) + σ(P2)),

so we obtain that ∀ P,Q ∈ E,

σ(P1 + P2) = σ(P1) + σ(P2). (2.1.1)

In particular, using induction we have that for all m ∈ Z and all P ∈ E(K),

σ([m]P ) = [m]σ(P ).

2.2 Morphisms, isogenies and torsion groups.

In ths subsection we will just present some definitions and properties of some objects
without proving them.

Definition 2.2.1. Let φ : C1 → C2 be a morphism of curves over K. If φ is
constant we define deg(φ) = 0, and if not,

deg(φ) = [K(C1) : φ∗K(C2)],

where for f ∈ K(C2), φ∗(f) = f ◦ φ ∈ K(C1). We say that φ is separable (resp.
inseparable, purely inseparable) when the above extension is separable (resp. in-
separable, purely inseparable). K(C1) and K(C2) are the function fields of C1 and
C2 respectively.

Definition 2.2.2. Let φ : C1 → C2 be a morphism of curves and P ∈ C1. The
ramification index eφ(P ) is defined as

eφ(P ) = ordP (φ∗tφ(P )),

where tφ(P ) is a uniformizer at φ(P ) (which means that ordφ(P )(tφ(P )) = 1). We

recall that for each curve C and P ∈ C, the local ring K[C]P is a discrete valuation
ring, so ordP is well defined, and in fact it can be extended to the function field
K(C).

With the above notation, we have the following proposition relating all those
terms.

Proposition 2.2.3. Let φ : C1 → C2 be a non-constant map of non-singular
curves.

52



• i) For every Q ∈ C2, ∑
P∈φ−1(Q)

eφ(P ) = deg(φ).

• ii) In fact, for all Q ∈ C2 except for a finite number of them,

#φ−1(Q) = degs(φ),

where degs(φ) = degs(K(C1)/φ∗K(C2)) is the separable degree of that exten-
sion.

This last proposition implies that every non-constant morphism of non-singular
curves is surjective.

Now, though there are some properties which can be extended to curves in
general, we will restrict to elliptic curves.

Definition 2.2.4. Let (E1, OE1) and (E2, OE2) be elliptic curves. We say that φ
is an isogeny if φ is a morphism and

φ(OE1) = OE2 .

Proposition 2.2.5. Let (E1, OE1) and (E2, OE2) be elliptic curves. Suppose φ is
an isogeny. Then for all P,Q ∈ E1,

φ(P +Q) = φ(P ) + φ(Q).

The proof of this theorem is again based on the biyection that preserves the
group law between Pic0(E) and E. It is quite an impressive result, because just
assuming some ’regularity’ conditions and the fact that φ(OE1) = OE2 we obtain
that φ is a homomorphism of groups.

Definition 2.2.6. Let K a field and C/K a smooth curve defined over K. We say
that C ′/K is a twist when it is a smooth curve defined over K and there is an
isomorphism

φ : C → C ′

which is defined over K. We say that C ′/K is a quadratic twist if there is an
isomorphism

φ′ : C → C ′

defined over a quadratic extension of K.

Proposition 2.2.7. Let φ : E1 → E2 an isogeny of elliptic curves. Then
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• i) For every Q ∈ E2,

#φ−1(Q) = degs(φ).

In fact, for every P ∈ E1,

eφ(P ) = degi(φ),

which is something stronger since by Proposition 2.2.3,

#φ−1(Q)degi(φ) = deg(φ),

which implies that

#φ−1(Q) = degs(φ).

• ii) If φ is separable, then using the above formula,

# ker(φ) = #φ−1(OE2) = degs(φ) = deg(φ),

and eφ(P ) = 1, which means that φ is unramified.

Now, using the above explicit formulas for addition of points, it can be proven
(by induction) that

[m] : E → E

is a morphism of (non-singular) elliptic curves because it can be expressed as a
quotient of polynomials and because we assume that E is a non-singular curve.
Thus, since [m](O) = O, [m] is an isogeny, hence it is an endomorphism of E (we
already knew that it preserved the group operation since the group is commutative).

Using the duplication formula, it is easy to see that for almost all points, [2]P 6=
O, and it is also easy to see that there are points Q different from O such that
[2]Q = O, so for all m odd, [m]Q = Q 6= O. This implies that as for all n integer,
[n] is the composition of isogenies of the previous forms, using Proposition 2.2.7
we have that since all of them are not constant, they are surjective. Therefore, the
composition of them is also surjective and consequently, [n] is surjective.

Definition 2.2.8. Let E be an elliptic curve and φ, ψ two isogenies. Then, (ψ+φ)
defined as

(φ+ ψ)(P ) = φ(P ) + ψ(P )

is an isogeny (by the definition of isogeny and the explicit formulas). Furthermore,
φψ defined as

(φψ)(P ) = φ(ψ(P ))

is also an isogeny. Therefore, denoting End(E) = {φ : E → E, φ isogeny},
End(E) has a ring structure.
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Definition 2.2.9. We say that an elliptic curve E has no complex multiplication
if the following map:

[ . ]→ End(E)

is an isomorphism, so in other words, the only isogenies of E are the multiplication
by an integer.

Example 2.2.10. Let K be a field with char(K) 6= 2 and E/K the elliptic curve

E : y2 = x3 − x.

Take i an element of K such that

i4 = 1

but i2 6= 1. Then

[i] : (x, y)→ (−x, iy)

is an isogeny which is not constant and such that

[i]4 = [1].

Therefore, [i] cannot be of the form [m] for any m ∈ Z because [i] 6= [1], and if
[i] = [m] with m 6= 1 then

[m4] = [m]4 = [1],

which is a contradiction. Hence E has complex multiplication.

Definition 2.2.11. Let K be an algebra finitely generated over Q. We say that
an order R of K is a subring of K finitely generated as a Z-module such that
R
⊗

Q = K.

Lemma 2.2.12. Let K = Q(
√
D) be an imaginary quadratic field (D < 0). Then

if R is an order of K, there exists an integer d > 0 such that

Z + dO = R,

where O is the ring of integers of K.

Definition 2.2.13. A quaternion algebra is an algebra of the form

K = Q + Qα+ β + Qαβ

with the properties

α2, β2 ∈ Q, α2 < 0, β2 < 0, βα = −αβ.

Through the next proposition, whose proof can be found in [43], we are going
to show all the possibilities for the ring End(E).
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Proposition 2.2.14. The endomorphism ring of an elliptic curve is either Z, an
order of a quadratic imaginary field or an order in a quaternion algebra. Besides, if
char(K) = 0 then End(E) can only be either Z or an order of a quadratic imaginary
field.

The proof of this proposition uses the fact that the natural map

End(E)
⊗

Zp → End(Tp(E)) ∼= M2(Zp)

is an injection (We will define later on the group Tp(E)) (See [43]).

Corollary 2.2.15. Let K a number field and E/K an elliptic curve with complex
multiplication. Then

End(E) ∼= Z + dO,

where d is an integer and O is the ring of integers of Q(
√
D) with D < 0 for some

integer D.

Definition 2.2.16. Let q = pr with p a prime number, K = Fq and let E/K be
an elliptic curve. If P = [X0 : Y0 : Z0] ∈ E, we define

φ(P ) = [Xq
0 : Y q

0 : Zq0 ].

As the coefficients of the elliptic curve lie in K, they are fixed when raised to the
power q, therefore φ(P ) ∈ E, and so φ is a morphism (in fact it is an isogeny). We
will call it the Frobenius endomorphism.

Proposition 2.2.17. Let q = pr, E an elliptic curve defined over Fq and φ : E → E
the Frobenius endomorphism. Then m + nφ is separable if and only if p - m. In
particular, 1− φ is separable.

This last result also holds when E is defined over K, where Fq ⊂ K. We will
now present a certain type of isogeny that will allow us to compute E[m].

Theorem 2.2.18. Let φ : E1 → E2 be an isogeny of elliptic curves. Then there
exists a unique isogeny

φ̂ : E2 → E1

such that φ̂ ◦ φ = [m] where m = deg(φ). This isogeny is called the Dual isogeny
Furthermore,

• a) φ ◦ φ̂ = [m].

• b) If ψ : E1 → E2 is another isogeny,

φ̂+ ψ = φ̂+ ψ̂.
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• c) For all m ∈ Z,

[̂m] = [m],

and
deg([m]) = m2.

• d) deg(φ̂) = deg(φ), so
ˆ̂
φ = φ.

The ‘difficult’ items are the existence of such isogeny (it is proven using the
biyective correspondence between Pic0(E) and points in the curve), and section b).
Section three is a consequence of b) plus induction. Therefore,

[m2] = [m][m] = [deg([m])],

hence m2 = deg(m).

Corollary 2.2.19. Let E be an elliptic curve and m ∈ Z, m 6= 0. Then

• a) If char(K) = 0 or if (m, char(K)) = 1,

E[m] ∼= (Z/mZ)× (Z/mZ).

• b) If char(K) = p then either

E[pe] ∼= {O}, or

E[pe] ∼= Z/peZ.

Proof. For the first case, using Proposition 2.2.17 we have that [m] is separable, so
#E[m] = deg([m]) = m2. Using the classification of finite abelian groups, for each
prime q|m,

E[q] ∼= Z/qZ× Z/qZ

because E[q] does not contain any element of order q2. Applying induction, we
have the result for powers of q, and using that in both sides we can express both
groups as a direct product of p-Sylow groups, we conclude the result. For b), check
[43].

Corollary 2.2.20. The map deg : Hom(E1, E2)→ Z is a positive definite quadratic
form, which means that

• a) deg(φ) ≥ 0 and deg(φ) = 0 if and only if φ = O.

• b) The pairing deg : E1 × E2 → Z defined as

(φ, ψ) = deg(φ+ ψ)− deg(φ)− deg(ψ)

is bilinear.
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The proof of it can be found in [43]. It is just a consequence of the properties
of the dual isogeny.

Definition 2.2.21. Let E be an elliptic curve and l a prime number. Then we
define the l-adic Tate module as the group

Tl(E) = lim
←−n

E[ln],

where we have taken the inverse limit with respect to the maps

[l] : E[ln+1]→ E[ln].

These maps are obviously well defined because if P ∈ E[ln+1] then [ln][l]P = O.
Since each E[ln] is a Z/lnZ-module, Tl(E) is also a Zl-module with the following
operation:

(
∑
n=0

anl
n, (P0, P1, ...))→ (a0P0, [a0 + a1l]P1, ..., [

N−1∑
n=0

anl
n]PN , ...),

where (P0, P1, ..., PN , ...) ∈ Tl(E).We have that [l][
∑N

n=0 anl
n]PN+1 = [

∑N−1
n=0 anl

n]PN ,
so

(a0P0, [a0 + a1l]P1, ..., [
N−1∑
n=0

anl
n]PN , ...) ∈ Tl(E)

and therefore the application is well defined and is linear. As with E[ln], we also
have a similar expression for Tl[E].

Proposition 2.2.22. The Tate Module Tl(E) has the following structure:

• Tl(E) ∼= Zl × Zl if l 6= char(K).

• Tl(E) ∼= {0} or Zl if l = char(K) > 0.

This result is an immediate consequence of Corollary 2.2.19.

2.3 Reduction in elliptic curves

Let K be a local field with a normalized discrete valuation, and let

R =
{
a ∈ K : v(a) ≥ 0

}
,

M =
{
a ∈ K : v(x) > 0

}
,

R∗ =
{
a ∈ K : v(a) = 0

}
,
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and k = R/M. Let π ∈ R such that v(π) = 1, and denote t̃ the image of the
application

R→ R/M = k.

Let E/K an elliptic curve with equation

E : y2 + a1xy + a3y = x3 + a2x
2 + a4x+ a6.

Definition 2.3.1. We say that a Weiestrass equation is minimal when v(∆) is
minimun provided that a1, ..., a6 ∈ R, that is, if we make any change of variables
then either v(∆) is not smaller or any of the coefficients don’t belong to R.

As we saw before, the only possible changes of variable are

x = u2x′ + r, y = u3y′ + u2sx′ + t.

Recall that with this change of variables, u12∆′ = ∆, so then it is easy to see that
when ai ∈ R for all i = 1, ..., 6 and v(∆) < 12, the equation is minimal. In fact, a
minimal equation is unique up to a change of coordinates of the form

x = u2x′ + r, y = u3y′ + u2sx′ + t,

with u ∈ R∗ and r, s, t ∈ R.
Suppose that the equation

E : y2 + a1xy + a3y = x3 + a2x
2 + a4x+ a6

is minimal, and consider

Ẽ : y2 + ã1xy + ã3y = x3 + ã2x
2 + ã4x+ ã6,

which is called the reduction of E modulo π, and has coefficients in k. For P ∈
E(K), multiplying by an adequate positive power of π we can suppose that

P = [X0 : Y0 : Z0],

where X0, Y0, Z0 are homogeneous coordinates of P such that X0, Y0, Z0 ∈ R and
at least one of them is in R∗. Thus when taking classes modulo M we obtain a
proyective point

P̃ = [X̃0, Ỹ0, Z̃0],

because at least one of the coordinates of P does not belong to M . Furthermore,
P̃ ∈ Ẽ, so we have an application

E(K)→ Ẽ(k)

given by
P → P̃
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which is in fact an homomorphism of groups because when taking classes the group
law is preserved. The curve Ẽ/k may be (or not) singular depending on the val-
uation of ∆. However, it can be proven that for any elliptic curve there can only
be one singular point, and the non-singular part Ens forms a group. Thus we can
define

E0(K) =
{
P ∈ E(K) : P̃ ∈ Ẽns(k)

}
,

E1(K) =
{
P ∈ E(K) : P̃ = Õ

}
.

Furthermore, if K is complete, there is an exact sequence

0→ E1(K)→ E0(K)→ Ẽns(k)→ 0.

Definition 2.3.2. Let E/K an elliptic curve and let Ẽ the reduced curve of a
minimal equation. Then we say that

• i) E has a good reduction over K if Ẽ is non-singular.

• ii) E has multiplicative (or semi-stable) reduction over K if Ẽ has a node.

• iii) E has additive (or unstable) reduction over K if Ẽ has a cusp.

We also say that E has bad reduction at K if either ii) or iii) occur. When E
has multiplicative reduction we say that the reduction is split if the slopes of the
tangent lines at the node are in k, and we say that it is non-split if they are not in
k.

Equivalently,

• i) E has a good reduction over K if and only if v(∆) = 0.

• ii) E has multiplicative reduction over K if and only if v(∆) > 0 and v(c4) =
0.

• iii) E has additive reduction over K if and only if v(∆) > 0 and v(c4) > 0.

The proof of this equivalence is just based on the above study of the singularity of
general elliptic curves and the fact that

v(∆) = 0⇐⇒ ∆̃ = 0̃,

and the same with c4.

The following definition was very important for the resolution of Fermat’s Last
Theorem.

Definition 2.3.3. Let K be a number field. We say that an elliptic curve E/K
is semistable if it only has good reduction or multiplicative reduction at all its
valuations.
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Let L/K be an extension of fields, v a discrete non-archimedean valuation and
ω|v a valuation in L. Then the subgroup Gω acts on Ẽ(k). This is because if
P = [X0 : Y0 : Z0] and

P ′ = [X0 + x0 : Y0 + y0 : Z0 + z0]

with ω(x0), ω(y0), ω(z0) > 0, then for σ ∈ Gω, and x ∈ L,

ω(σ(x)) = ω(x).

Hence

ω(σ(x0)), ω(σ(y0)), ω(σ(z0)) > 0,

and therefore

σ̃(P ) = [σ̃(X0), σ̃(Y0), σ̃(Z0)] = [ ˜σ(X0 + x0) : ˜σ(Y0 + y0) : ˜σ(Z0 + z0)] = σ̃(P ′),

so

σ(P̃ ) = σ̃(P ),

is well defined.

2.4 Elliptic curves over finite fields.

In this section we are just going to mention an important estimation of the number
of points of an elliptic curve over a finite field. Let q = pr with p a prime number
and K = Fq. Let φ be the Frobenius automorphism

φq(x) = xq

with x ∈ K. Then clearly φ(x) = xq = x if and only if x ∈ K because taking the
polynomial f(t) = xq − x, then f(x) = 0 and the q roots of f are precisely the
elements of Fq. Therefore, if E/K is an elliptic curve over K then

P ∈ E(K)⇐⇒ φ(P ) = P,

where φ is the Frobenius endomorphism. Now we will show a version of the Cauchy
-Schwarz inequality that will be useful for our estimation.

Lemma 2.4.1. Let A be an abelian group and

d : A→ Z

a positive definite quadratic form. Then, for all elements φ, ψ ∈ A, the following
inequality holds:

|d(ψ − φ)− d(φ)− d(ψ)| ≤ 2
√
d(φ)d(ψ).
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Proof. If φ = 0 then the inequality is obvious. If not let

L(ψ, φ) = d(ψ − φ)− d(φ)− d(ψ)

be the bilinear form. Then, as d is definite positive, for all m,n ∈ Z

0 ≤ d(mψ − nφ) = d(mψ) +mnL(ψ, φ) + d(nφ). (2.4.1)

Now,
−2md(φ) = L(mφ, φ) = d((m− 1)φ)− d(mφ)− d(φ),

and using the induction hypothesis, d((m− 1)φ) = (m− 1)2d(φ), so

−2md(φ) = (m− 1)2d(φ)− d(mφ)− d(φ),

and therefore rearranging the terms,

d(mφ) = m2d(φ).

Returning to equation 2.4.1,

0 ≤ d(mψ) +mnL(ψ, φ) + d(nφ) = m2d(ψ) +mnL(ψ, φ) + n2d(φ),

and taking m = −L(ψ, φ) and n = 2d(ψ),

0 ≤ d(ψ)(4d(φ)d(ψ)− L(ψ, φ)2).

Since d(ψ) > 0,
|L(ψ, φ)| ≤ 2

√
d(φ)d(ψ),

as we wanted to prove.

With this technical lemma in mind, we are going to prove the following theorem.

Theorem 2.4.2. Let E/K be an elliptic curve defined ofver K with |K| = q. Then

|#E(K)− q − 1| ≤ 2
√
q.

Proof. It can be proven that deg(φ) = q (check [43]). Then as

P ∈ E(K)⇐⇒ φ(P ) = P,

E(K) = ker(1− φ).

Using Proposition 2.2.17, 1− φ is separable, so by Proposition 2.2.7,

#E(K) = # ker(1− φ) = deg(1− φ),

and now applying Lemma 3.4.7,

|#E(K)− 1− q| = |deg(1− φ)− deg(1)− deg(φ)| ≤ 2
√

deg(φ) = 2
√
q,

as we wanted to prove.

62



This last theorem will be useful to define later on the L-functions and to for-
mulate the Birch and Swinnerton-Dyer conjecture .

Next, fix a prime l which is prime to char(K) and recall the obvious map

End(E)→ End(Tl(E))

given by
ψ → ψl,

where if (P0, P1, ..., PN , ...) ∈ Tl(E),

ψl(P0, P1, ..., PN , ...) = (ψ(P0), ψ(P1), ..., ψ(PN ), ...).

Since Tl(E) is a Zl-module of rank 2, End(Tl(E)) can be seen as the matrices
M2(Zl), hence talking about det(ψl) and tr(ψl) makes sense. The following result
gives some information about those numbers.

Proposition 2.4.3. Let ψ ∈ End(E). Then

det(ψl) = deg(ψ), and tr(ψl) = 1 + deg(ψ)− deg(1− ψ),

so in particular det(ψl) and tr(ψl) belong to Z and don’t depend on l.

With this proposition we are able to prove the following lemma.

Lemma 2.4.4. Let E/K an elliptic curve. Then there exists α ∈ C such that
|α| = √q and

#E(K) = 1− α− α+ q.

Proof. Let
φ : E → E

be the Frobenius endomorphism and recall that

E(K) = deg(1− φ).

The characteristic polynomial of φl has coefficients in Z and thus it has roots in C.
Consequently,

det(t− φl) = t2 − tr(φl)t+ det(φl) = (t− α)(t− β),

where α, β ∈ C. For every rational number m/n, with m,n ∈ Z,

det((m/n)− φl) = det(m− nφl)/n2 = deg(m− nφ)/n2 ≥ 0,

as deg(.) is a non-negative function. Thus, by density we have that the same
inequality holds for the real numbers, so either det(t−φl) has one double real root
or it has two complex conjugate roots. Anyway,

|α| = |β| =
√

det(φl) =
√

deg(φ) =
√
q,
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and β = α.

Furthermore,

#E(K) = deg(1− φ) = det(1− φl) = (1− α)(1− β) = 1− α− β + q. (2.4.2)

64



Chapter 3

Mordell-Weil Theorem

The main goal of this chapter is to prove the Mordell-Weil Theorem for elliptic
curves over number fields. Throughout this chapter K denotes a number field.

3.1 The descendent procedure

In this section we are going to introduce a common tool for proving that an abelian
group is finitely generated.

Proposition 3.1.1. Let A be an abelian group and h a function h : A → R with
the following properties:

i) If Q ∈ A, then there exists a constant C1 = C1(Q) > 0 such that for all P ∈ A
we have

h(P +Q) ≤ 2h(P ) + C1,

ii) There exists an integer m ≥ 2 and a constant C2 ≥ 0 depending on A such
that for all P ∈ A,

h(mP ) ≥ m2h(P )− C2.

iii) For all constant C3 ≥ 0 the set

{P ∈ A : h(P ) ≤ C3}

is finite.

If in addition A/mA is finite, A is finitely generated.

Proof. Let Q1, ..., Qs be a set of representatives of all the elements of A/mA. Let
P ∈ A. Then P = Qi1 for some 1 ≤ i1 ≤ s. Therefore

P = mP1 +Qi1
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for some P ∈ A. Repeating the process,

P1 = mP2 +Qi2 ,

P2 = mP3 +Qi3 ,

...

Pn−1 = mPn +Qin .

Using the first and the second property of h,

m2h(Pn) ≤ h(mPn) + C2 = h(Pn−1 −Qin) + C2 ≤ 2h(Pn−1) + C ′1 + C2,

where if C1(Qi) is the constant of the first property of h depending on Qi then
C ′1 = max1≤i≤s(C1(Qi)), so

h(Pn) ≤ 1/m2(2h(Pn−1) + C ′1 + C2).

Applying the same inequality for the rest of the Pi,

h(Pn) ≤ 2n

m2n
h(P ) + (

1

m2
+

2

m4
+

22

m6
+ ...+

2n−1

m2n
)(C ′1 + C2),

and as m ≥ 2,

h(Pn) ≤ 2−nh(P ) + (2−2 + 2−3 + ..+ 2−n−1)(C ′1 + C2)

≤ 2−nh(P ) + (C ′1 + C2) ≤ 1 + C ′1 + C2

if we choose n sufficiently large. Now the set {P : h(P ) ≤ 1 +C ′1 +C2} is finite by
the third property, and Pn ∈ {P : h(P ) ≤ 1 + C ′1 + C2}. Joining all the equalities
of the sums of points,

P = mnPn +
n∑
k=1

mk−1Qik .

Consequently, we have that all P ∈ A can be written as an integral combination of
points in the finite set {P : h(P ) ≤ 1+C ′1 +C2}∪{Q1, ..., Qs}. We conclude that A
is finitely generated with sets of generators {P : h(P ) ≤ 1+C ′1 +C2}∪{Q1, ..., Qs}.

3.2 Weak Mordell-Weil Theorem

This part of the proof is perhaps the most difficult one because it involves the use of
valuations and completions and certain properties of number fields proven before.
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Theorem 3.2.1. Let m ≥ 2 be an integer and E an elliptic curve over K. Then
the group

E(K)/mE(K)

is finite.

We will prove it through some lemmas and propositions.

Lemma 3.2.2. Let L/K be a finite Galois extension. Then if E(L)/mE(L) is
finite, E(K)/mE(K) is also finite.

Proof. Consider the natural application E(K)/mE(K) → E(L)/mE(L), which is
obviously well defined because E(K) ⊂ E(L) and mE(K) ⊂ mE(L). Let Φ the
kernel of the application, thus

Φ = (E(K) ∩mE(L))/mE(K).

For each P ∈ Φ take one of its representant P ∈ E(K)∩mE(L), choose QP ∈ E(L)
so that [m]QP = P, and consider the application

λP : GL/K → E[m]

defined by λP (σ) = QσP − QP , which in general is not an homomorphism. The
image is in E[m] because

[m](Qσ −Q) = ([m]Q)σ − [m]Q = P σ − P = 0,

since P ∈ E(K). If we had λP = λP ′ for some P, P ′ ∈ E(K) ∩mE(L) then

(QP −QP ′)σ = QP −QP ′

for all σ ∈ GL/K , which implies that QP − QP ′ ∈ E(K), and thus P − P ′ =

[m]QP − [m]QP ′ ∈ E(K), hence P = P ′. Therefore we have constructed a one-to-
one function

Φ→Map(GL/K , E[m]), P → λP .

Note that this is not an homomorphism, and that the function depends on the choice
of P among those that belong to the same class, and also depends on the election
of Q. The groups GL/K and E[m] are finite. Consequently, Map(GL/K , E[m]) is
also finite, so Φ is finite, and since

(E(K)/mE(K))/Φ ↪−→ E(L)/mE(L),

then as E(L)/mE(L) and Φ are finite, E(K)/mE(K) is also finite. In fact,

|(E(K)/mE(K))|/|Φ| = |(E(K)/mE(K))/Φ| ≤ |E(L)/mE(L)|.

This proves our assertion.
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Since for each point P ∈ E[m], x(P ) is a root of a fixed polynomial ξm(x)
with coefficients in K and the same for y(P ), then the extension of K obtained
by adjoining those x(P ) and y(P ) is finite. In fact, it is Galois because it is the
decomposition field of the polynomial ξm(x) and the quadratic polynomial obtained
when evaluating at x(P ) the Weiestras equation. Hence, using the Lemma, we can
suppose that E[m] ⊂ K.

Proposition 3.2.3. Let the Kummer pairing

κ : E(K)×GK/K → E[m]

be defined as follows: Let P ∈ E(K) and choose Q ∈ E(K) such that [m]Q = P (we
can do that because the isogeny [m] is non-constant and hence surjective). Then

κ(P, σ) = Qσ −Q.

The Kummer pairing has the following properties:

i) It is well defined.

ii) It is bilinear.

iii) The kernel on the left (the elements in E(K) whose image is zero for all σ)
is mE(K).

iv) The kernel on the right is GK/L, where

L = K([m]−1E(K))

is the composite of all fields K(Q) where Q ∈ E(K) and [m]Q ∈ E(K).

Therefore, the Kummer pairing induces a perfect pairing

E(K)/mE(K)×GL/K → E[m].

Proof. The Kummer pairing does not depend on the choice of Q because if [m]Q =
[m]Q′ = P then

[m](Q−Q′) = 0,

which means that Q − Q′ ∈ E[m], hence Q − Q′ ∈ E(K), and therefore (Q −
Q′)σ = (Q − Q′), so Qσ − Q = Q′σ − Q′. Furthermore, Qσ − Q ∈ E[m] because
[m](Qσ −Q) = ([m]Q)σ − [m]Q = P σ − P = 0 since P ∈ E(K).

Let P, P ′ ∈ E(K). As κ does not depend on the choice of Q, we can choose
Q+Q′ for P + P ′ where [m]Q = P and [m]Q′ = P ′, hence

κ(P + P ′, σ) = (Q+Q′)σ − (Q+Q′) = Qσ −Q+Q′σ −Q′ = κ(P, σ) + κ(P ′, σ),
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as we wanted to prove. If σ, σ′ ∈ GK/K then

κ(P, σσ′) = Qσσ
′ −Q = ((Qσ

′
)σ −Qσ′) +Qσ

′ −Q

= ((Qσ
′
)σ −Qσ′) + κ(P, σ′) = κ(P, σ) + κ(P, σ′),

where we have used that

[m]Qσ
′

= ([m]Q)σ
′

= P σ
′

= P

because P ∈ E(K), hence bilinearity holds.

For the third assertion, fixing P and Q,

Qσ −Q = 0 ∀σ ∈ GK,K ⇐⇒ Q ∈ E(K),

which happens if and only if P = [m]Q ∈ mE(K); and fixing σ, suppose σ fixes all
Q for which [m]Q = P where P ∈ E(K). Therefore, σ fixes L = K([m]−1E(K))
and hence the kernel is GK,L.

Consequently,

E(K)/mE(K)×GL/K → E[m]

is a bilinear form which is well-defined and is perfect because if an element is
on the kernel, then it must be zero since we have just taken the quotient group.
Furthermore, L/K is Galois because for σ ∈ GK,K and [m]Q = P with P ∈ E(K),

P = σ(P ) = σ([m]Q) = [m]σ(Q).

Hence σ(Q) ∈ L, and therefore σ(L) = L, so L/K is Galois and

GK,K/GK,L ' GL/K .

Corollary 3.2.4. The group E(K)/mE(K) is finite if and only if GL/K is finite.

Proof. Suppose GL/K is finite (the other case is done the same way). Let GL/K =

{σ1, ..., σn}, E[m] = {P1, ..., Pm2} and fixing P , there are at most m2n possibilities
for the function κ(P ,−), which is a finite number, hence if |E(K)/mE(K)| > m2n

there exists P , P ′ with P 6= P ′ and κ(P ,−) = κ(P ′,−), so κ(P −P ′,−) = O, which
implies that P = P ′, which is a contradiction. Therefore, |E(K)/mE(K)| ≤ m2n

and hence it is finite.

Thus, to prove the Weak Mordell-Weil theorem, it suffices to show that GL/K
is finite. We will formulate now an important result whose proof can be found in
[43] and that uses the formal group.
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Proposition 3.2.5. Let K be a number field, v a valuation, kv the residue field of
its completion Kv, E/K an elliptic curve, m an integer such that v(m) = 0, and
suppose that E has good reduction at v. Then the natural map

E(K)[m]→ Ẽ(kv)

is inyective.

Now we are going to give some properties of the extension of fields L/K from
proposition 3.2.3.

Proposition 3.2.6. The extension of fields L/K where

L = ([m]−1E(K))

is abelian and of exponent m (i.e. all its elements have order which divides m).
Furthermore, if

S = {v ∈MK : E has bad reduction at v} ∪ {v ∈MK : v(m) 6= 0} ∪M∞K

then the extension L/K is unramified outside S.

Proof. By proposition 3.2.3 we have that E(K)/mE(K)×GL/K → E[m] is perfect,
hence the homomorphism

GL/K → Hom(E(K)/mE(K), E[m])

given by
σ → κ(−, σ)

is inyective. The group Hom(E(K)/mE(K), E[m]) is abelian because E[m] is
abelian and is of exponent m because E[m] is of exponent m, so L/K is abelian
and of exponent m.

To prove that L/K is unramified for each v /∈ S it suffices to prove it for
each K(Q)/K where [m]Q ∈ E(K) as L is the composite of those fields and the
composite of unramified fields is again unramified. Hence it suffices to prove that if
v′|v is a valuation at K(Q) with v /∈ S then for σ ∈ Iv′|v, where Iv′|v is the inertia
subgroup, Qσ = Q. Since v(∆) = 0 because E has good reduction at v, v′(∆) = 0
because ∆ ∈ K and v′|K = v. Therefore, E has good reduction at v′, and using the
definition of the inertia subgroup and taking classes mod the maximal ideal mv′ ,

Q̃σ −Q = Q̃σ − Q̃ = Õ.

But as [m]Q ∈ E(K),

[m](Qσ −Q) = ([m]Q)σ − [m]Q = [m]Q−m[Q] = O,

so Qσ −Q ∈ E(K)[m] because E(K) contains the m-torsion points. Using Propo-
sition 3.2.5, since the reduction map from E(K)[m] is inyective and Qσ − Q is in
the kernel of that application, Qσ −Q = 0, which proves our assertion.
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To finish the proof of Theorem 3.2.1, we will prove that an extension of fields
with the properties of the previous one is finite (if we assume, of course, that K is
a number field). To do that we will use some of the work done at the introduction
section.

Proof of the Weak Mordell-Weil Theorem.

Let L/K be the extension of fields of Proposition 3.2.3. The composite of
two unramified fields of exponent m is again unramified, abelian and of exponent
m. Let L′ be the maximal extension with respect to those two properties. Using
Proposition 1.5.17, L′ has those properties, and applying the previous remark, L′L
also has those properties. Therefore, by maximality L′L ⊂ L′, hence L′L = L′.
Consequently,

K ⊂ L ⊂ L′,

so L/K is finite, which concludes the proof.

3.3 Proof of the Mordell-Weil Theorem for the case
K = Q.

We will use the following easy lemma.

Lemma 3.3.1. If (x, y) ∈ E(Q), where E is given by the equation

y2 = x3 +Ax+B

with A,B ∈ Z, then (x, y) can be written as (x, y) = ( a
d2
, b
d3

) with (a, d) = (b, d) = 1.

Proof. Let (x, y) = (m1
n1
, m2
n2

) with (m1, n1) = (m2, n2) = 1. Then, substituting it
into the equation of E,

m2
2

n2
2

=
m3

1

n3
1

+A
m1

n1
+B,

so
m2

2n
3
1 = n2

2(m3
1 +Am1n

2
1 +Bn3

1)

As (n1,m1) = 1 then (n3
1,m

3
1+Am1n

2
1+Bn3

1) = 1, hence n3
1|n2

2, and since (n2,m2) =
1, m2

2|(m3
1 +Am1n

2
1 +Bn3

1), thus

n3
1 = n2

2

and
m2

2 = m3
1 +Am1n

2
1 +Bn3

1.

Therefore, n3
1 = n2

2 implies that the exponent of each prime in the descomposition
of n1 must be even, and the exponent of each prime in the descomposition of n2

must be divisible by 3. Consequently, n1 = d2 for d an integer, and hence n2 = d3,
which proves our assertion.
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For each t ∈ Q, t can be written as t = p
q where (p, q) = 1, and we define

H : Q→ N as
H(t) = max(|p|, |q|).

Therefore, for each P ∈ E(Q),

hx(P ) = log(H(x(P )))

if P 6= O and
hx(P ) = 0

if P = 0.

Then clearly hx is a non-negative function. We are going to prove now that it
satisfies the three conditions from above.

Proposition 3.3.2. a) Let P0 ∈ E(Q). Then there exists a constant C1 > 0
depending on P0, A and B such that for all P ∈ E(Q) we have

hx(P + P0) ≤ 2hx(P ) + C1,

b) There exists an integer m ≥ 2 and a constant C2 ≥ 0 depending on A,B such
that for all P ∈ E(Q),

hx([2]P ) ≥ 4hx(P )− C2.

c) For all constant C3 ≥ 0 the set

{P ∈ E(Q) : hx(P ) ≤ C3}

is finite.

Proof. Let P0 = (x0, y0) ∈ E(Q) and P = (x, y) ∈ E(Q). By the previous lemma,
(x, y) = ( a

d2
, b
d3

) and (x0, y0) = (a0
d20
, b0
d30

), where a, b, d, a0, b0, d0 are like those in the

lemma. Taking C1 ≥ max(hx(P0), hx([2]P0)), we can suppose that P 6= O,±P0.
Therefore, we have that

x(P + P0) =
( y − y0

x− x0

)2
− x− x0,

so eliminating denominators,

x(P + P0) =
y2 + y2

0 − 2yy0 − x3 + x2x0 + xx2
0 − x3

0

(x− x0)2
.

Using that both points belong to the curve,

x(P + P0) =
A(x+ x0) + 2B − 2yy0 + x2x0 + xx2

0

(x− x0)2

=
(A+ xx0)(x+ x0) + 2B − 2yy0

(x− x0)2
,

72



and substituying,

x(P + P0) =
(Ad2d2

0 + aa0)(ad2
0 + a0d

2) + 2Bd4d4
0 − 2bb0dd0

(ad2
0 − a0d2)2

.

We have that

|ad2
0 − a0d

2|2 ≤ ||a|d2
0 + |a0|d2|2 ≤ (d2

0 + |a0|) max(a2, d4) = C max(a2, d4),

and similarly,

|numerator of x(P + P0)| ≤ ((|A|d2
0 + |a0|)(d2

0 + |a0|) + 2|B|d4
0) max(a2, d4)

+ 2|b0d0||bd| ≤ C ′max(a2, d4, |bd|),

where C ′ = max(((|A|d2
0 + |a0|)(d2

0 + |a0|) + 2|B|d4
0), 2|b0d0|) and C,C ′ > 0 are

constants that depend on A,B and P0. We also have that since (x, y) ∈ E,

b2 = a3 +Aad4 +Bd6.

Consequently,

b2 ≤ (1 + |A|+ |B|) max(|a|, |d|2)3 = C ′′max(|a|, |d|2)3,

which implies that

|bd| ≤
√
C ′′max(|a|, d2)3/2

√
max(|a|, d2)

=
√
C ′′max(|a|, d2)2 =

√
C ′′max(a2, d4).

Therefore,

|numerator of x(P + P0)| ≤ max(C ′, C ′
√
C ′′) max(a2, d4),

and so if C ′′′ = max(C ′, C ′
√
C ′′), then H(x(P + P0)) ≤ C ′′′max(a2, d4), hence

taking logarithms,

hx(P + P0) ≤ log(C ′′′) + 2 log(max(|a|, d2)) = log(C ′′′) + 2hx(P ).

Taking C1 = max(log(C ′′′), hx(P0), hx([2]P0)), we have the first property of hx.
Now by choosing C2 ≥ 4hx(T ) where T ∈ E(Q)[2], we can assume that 2[P ] 6= O,
and then by the duplication formula, denoting P = (x, y),

x([2]P ) =
x4 − 2Ax2 − 8Bx+A2

4x3 + 4Ax+ 4B
.

Define the homogeneous polynomials,

F (X,Z) = X4 − 2AX2Z2 − 8BXZ3 +A2Z4,

G(X,Z) = 4X3Z + 4AXZ3 + 4BZ4,
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and if we write x = x(P ) = a/b where (a, b) = 1, then x([2]P ) = F (a, b)/G(a, b).
We would like to give a lower bound for the amount of cancellation in that fraction.
For that reason, we apply the Euclides Algorithm to polynomials f(x) = x4 −
2Ax2 − 8Bx+A2 and g(x) = 4x3 + 4Ax+ 4B.

x4 − 2Ax2 − 8Bx+A2 =
x

4
(4x3 + 4Ax+ 4B) + (−3Ax2 − 9Bx+A2),

4x3 + 4Ax+ 4B = (− 4

3A
x+

4B

A2
)(−3Ax2 − 9Bx+A2) + (

16

3
A+ 36

B2

A2
)x,

−3Ax2 − 9Bx+A2 = (
−9A3

108B2 + 16A3
x− 27BA2

108B2 + 16A3
)(

16

3
A+ 36

B2

A2
)x+A2,

so rearranging the equations,

−3Ax2 − 9Bx+A2 = (
−9A3

108B2 + 16A3
x− 27BA2

108B2 + 16A3
)
(

4x3 + 4Ax+ 4B

− (− 4

3A
x+

4B

A2
)(−3Ax2 − 9Bx+A2)

)
+A2,

hence

3

4∆

(4∆

3
−36B2 + 4A2x2

)(
− 3Ax2 − 9Bx+A2

)
= A2 − 9A2

4∆
(Ax+ 3B)g(x).

Therefore,

3

4∆
(
4∆

3
− 36B2 + 4A2x2)f(x) +

1

4∆

(
− x∆ + 27B2x− 3A2x3 + 9A3x+ 27A2B

)
g(x)

= A2,

and doing a little of algebra we obtain

3

4∆
(
16A3

3
+ 4A2x2)f(x) +

1

4∆

(
− 4A3x− 3A2x3 + 9A3x+ 27A2B

)
g(x)

= A2,

so
(16A+ 12x2)f(x) +

(
5Ax− 3x3 + 27B

)
g(x) = 4∆. (3.3.1)

Homogenizing,(
16AZ2 + 12X2

)
F (X,Z) +

(
5AXZ2 − 3X3 + 27BZ3

)
G(X,Z) = 4∆Z7, (3.3.2)

and applying the same method with F (1, z) and G(1, z), if

f2(X,Z) = 4∆X3 − 4A2BX2Z + 4A(3A3 + 22B2)XZ2 + 12B(A3 + 8B2)Z3,
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g2(X,Z) = A2BX3 +A(5A3 + 32B2)X2Z + 2B(13A3 + 96B2)XZ2

− 3A2(A3 + 8B2)Z3,

then
f2(X,Z)F (X,Z) + g2(X,Z)G(X,Z) = 4∆X7. (3.3.3)

Let δ = m.c.d.(F (a, b), G(a, b)). Using equations 3.3.2 and 3.3.3, δ|4∆b7 and
δ|4∆a7, and as (a, b) = 1, δ|4∆, so δ ≤ |4∆|. Consequently,

H(x([2]P )) = max(|F (a, b)|, |G(a, b)|)/δ ≥ max(|F (a, b)|, |G(a, b)|)/4|∆|. (3.3.4)

On the other hand, applying equations 3.3.2 and 3.3.3,

|4∆a7| ≤ 2 max(|f2(a, b)|, |g2(a, b)|) max(|F (a, b)|, |G(a, b)|),

|4∆b7| ≤ 2 max(|f1(a, b)|, |g1(a, b)|) max(|F (a, b)|, |G(a, b)|),
Using that the coefficients of polynomials f1, f2, g1, g2 only depend on A and B and
that they are homogeneous of degree 3,

max(|g1(a, b)|, |f1(a, b)|) ≤ C ′2 max(|a|3, |b|3),

max(|g2(a, b)|, |f2(a, b)|) ≤ C ′′2 max(|a|3, |b|3),

Putting the four last equations together,

|4∆a7| ≤ 2C ′2 max(|a|3, |b|3) max(|F (a, b)|, |G(a, b)|),

|4∆b7| ≤ 2C ′′2 max(|a|3, |b|3) max(|F (a, b)|, |G(a, b)|),
Applying these two last equations and 3.3.4,

min(
1

C ′2
,

1

C ′′2
) max(|a|, |b|)4 ≤ 1/(4|∆|) max(|F (a, b)|, |G(a, b)|) ≤ H(x([2]P )),

hence if C ′′′2 = maxT∈E(Q)[2](4hx(T )) and we take C2 = max(− log(min( 1
C′2
, 1
C′′2

)), C ′′′2 ),

then we will have that taking logarithms on the last equation,

hx([2]P ) ≥ 4hx(P )− C2.

For the third property of hx, first we observe that for a constant C3 > 0,

{q ∈ Q : H(q) ≤ eC3}

is finite because if q = a
b where (a, b) = 1, then |a|, |b| ≤ eC3 . Consequently, there

are at most 2eC3 + 1 possibilities for a and 2eC3 possibilities for b, hence there are
at most 2eC3(2eC3 + 1) rational numbers in the set, so for

{P ∈ E(Q) : hx(P ) ≤ C3}

the set of x-coordinates of points of that set is finite. Since for a given t there are
at most 2 possible points in E(Q) with t as the x−coordinate, the set

{P ∈ E(Q) : hx(P ) ≤ C3}

is finite, which concludes the proposition.
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If we join this last proposition, Theorem 3.2.1 and Proposition 3.1.1, we obtain
the Mordell-Weil Theorem for elliptic curves in Q.

3.4 Heights on Projective Space

The main goal of this section is to introduce some height functions on the proyective
space over number fields and to use them for constructing some height functions in
elliptic curves.

First we introduce a height function on PN (Q). Let P ∈ PN (Q). Then P
can be expressed uniquely as P = [x0, ..., xN ] where xi ∈ Z for i = 0, ..., N and
gcd(x0, x1, ..., xN ) = 1. We define

H(P ) = max(|x0|, ..., |xN |),

and by the same reason as in the previous chapter,

{P ∈ PN (Q) : H(P ) ≤ C}

has size bounded by (2C + 1)N+1.

Let K be a number field, consider PN (K) and let

P = [x0, ..., xN ]

with

x1, ..., xN ∈ K.

Recall that for a valuation v|p in K, nv = [Kv : Qp]. Define

HK(P ) =
∏

v∈MK

max(|x1|v, ..., |xN |v)nv .

There are a few things that need to be checked if we want a consistent definition.

Lemma 3.4.1. With the above definition,

i) HK(P ) does not depend on the choice of the representative for P .

ii) If L/K is finite, then for P ∈ PN (K),

HL(P ) = HK(P )[L:K].

iii) HK(P ) ≥ 1.
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Proof. Let P = [x0, ..., xN ] and λ ∈ K∗. Then∏
v∈MK

max(|λx1|v, ..., |λxN |v)nv =
∏

v∈MK

∏
v∈MK

|λ|nvv max(|x1|v, ..., |xN |v)nv

=
∏

v∈MK

|λ|nvv
∏

v∈MK

max(|x1|v, ..., |xN |v)nv =
∏

v∈MK

max(|x1|v, ..., |xN |v)nv ,

where in the last line we have used Proposition 1.4.14.

For the second part, let P = [x0, ..., xN ] ∈ PN (K). Then∏
w∈ML

max(|x1|w, ..., |xN |w)nw =
∏

v∈MK

∏
w|v∈ML

max(|x1|w, ..., |xN |w)nw

=
∏

v∈MK

∏
w|v∈ML

max(|x1|v, ..., |xN |v)nw

=
∏

v∈MK

max(|x1|v, ..., |xN |v)
∑
w|v nw

=
∏

v∈MK

max(|x1|v, ..., |xN |v)nv [L:K] = HK(P )[L:K],

where in the second step we used that x0, ..., xN ∈ K and therefore |xi|w = |xi|v
for all i, and in the last one we applied Proposition 1.4.13 and the fact that if
n′w = [Lw : Kv], ∑

w|v

nw =
∑
w|v

n′wnv = [L : K]nv.

For the last part, taking some xi 6= 0 and dividing by it, we have that one of
the coordinates is 1, so

max(|x1|v, ..., 1, ..., |xN |v) ≥ 1.

Considering the special case of Q for this definition and taking P = [x0, ..., xN ]
with xi ∈ Z for all i and gcd(x0, ..., xN ) = 1, then

HQ(P ) =
∏
v∈MQ

max(|x0|v, ..., |xN |v)nv = (3.4.1)

∏
v∈MQ

max(|x0|v, ..., |xN |v) = max(|x0|, ..., |xN |). (3.4.2)

This is because as gcd(x0, ..., xN ) = 1, for each prime at least one of the components
is not divisible by p, thus its valuation is 1 and for the rest of components, |xi|p ≤ 1
because they are integers. Therefore, we have that for the special case of Q, this
height coincides with the one given at the beginning of the section.
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Definition 3.4.2. Let P ∈ PN (Q). The (absolute) height of P is defined as follows.
Choose any K number field for which P ∈ K (there is a representative whose
components belong to K). Then

H(P ) = HK(P )1/[K:Q].

The height does not depend on the choice of K because if we choose L then denoting
LK as the minimal field containing L and K, using Lemma 3.4.1 we would have
that

HLK(P )1/[LK:Q] = HL(P )[LK:L]/[LK:Q] = HL(P )1/[L:Q],

and using the same argument,

HLK(P )1/[LK:Q] = HK(P )1/[K:Q],

so
HK(P )1/[K:Q] = HLK(P )1/[LK:Q] = HL(P )1/[L:Q].

Definition 3.4.3. We say that

F : PN (Q)→ PM (Q)

is a morphism of degree d of proyective spaces if

F (P ) = [f1(P ), ..., fM (P )],

where f0, ..., fM ∈ Q[x0, ..., xN ] are homogeneous polynomials of degree d and the
only common zero that have those polynomials is x0 = ... = xN = 0, hence evalu-
ating F at P is well defined in PM (Q).

Proposition 3.4.4. Let F a morphism of degree d of proyectives spaces as above.
Then there exist two constants C1, C2 that depend only on F such that for all
P ∈ PN (Q),

C2H(P )d ≤ H(F (P )) ≤ C1H(P )d.

Proof. Let P = [x0, ..., xN ]. Choose a number field K containing all the coordinates
of P and the coefficients of fi for each i. Let v ∈ MK and define the following
quantities:

|P |v = max
0≤i≤N

(|xi|v),

|F (P )|v = max
0≤j≤M

(|fj(P )|v),

and
|F |v = max(|a|v where a is any coefficient of any fi).

We also define
HK(F ) =

∏
v∈MK

|F |nvv
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and

H(F ) = HK(F )1/[K:Q].

HK(F ) is well defined because there are only a finite number of coefficients, and
thus there are a finite number of absolute values that, when they are evaluated at
each coefficient, at least one of them is different from 1. Thus there is only a finite
number of terms different from 1 in that product. Then, with the above definitions,

HK(P ) =
∏

v∈MK

|P |nvv ,

HK(F (P )) =
∏

v∈MK

|F (P )|nvv .

For each v ∈MK we define

ε(v) = 1,

if v is archimedean and

ε(v) = 0,

if v is non-archimedean.

Then, for each j and each v,

|fj(P )|v ≤ C̃ε(v)
1 |F |v|P |dv, (3.4.3)

where C̃1 is the maximun number of possible monomials in a homogeneous polyno-
mial of degree d (which in fact is

(
N+d
N

)
), because when v is non-archimedean,

|fj(P )|v ≤ |F |v|P |dv,

while if v is archimedean,

|fj(P )|v ≤ C̃1F |v|P |dv.

Taking the maximun over j in 3.4.3 we have that

|F (P )|v ≤ C̃ε(v)
1 |F |v|P |dv,

and raising to the power nv this last equation and multiplying over all v ∈MK ,

HK(F (P )) ≤ C̃
∑
v|∈M∞

K
nv

1 HK(F )HK(P )d = C̃
[K:Q]
1 HK(F )HK(P )d.

Taking [K : Q]-roots we have that if C1 = C̃1H(F ),

H(F (P )) ≤ C1H(P )d,

as we wanted to prove.

79



For the other inequality, let I =< f1, ..., fM >. Then by hypothesis, V(I) = {0},
so using the Nullstellensatz Theorem,

< X1, ..., XN >= II(V(I)) =
√
I,

which means that for each i there exists ei such that Xei
i ∈ I, hence

Xei
i =

M∑
j=1

gijfj

for some polynomials gij . Since fj are homogenoeus of degree d, the homogeneous
part of degree l for l 6= ei is just the sum of the homogenous parts of degree l − d
of the polynomials gij multiplied by each fj , hence since the sum of all the terms
is 0, we can suppose that gij are homogeneous of degree ei − d.

Again we take K such that all the coefficients are in K, and for v ∈MK let

|G|v = max{|g|v : g is a coefficient of any gij},

and

HK(G) =
∏

v∈MK

|G|nvv .

We also define

H(G) = HK(G)1/[K:Q],

and using the same argument as in Lemma 3.4.1, if L/K is finite,

HL(G) = HK(G)[L:K].

Proceeding as in Definition 3.4.2, for any two fields L and K containing the coeffi-
cients of gij ,

HK(G)1/[K:Q] = HL(G)1/[L:Q],

thus H(G) is well defined. Now, for each xi,

|xi|eiv ≤
M∑
j=1

|gij(P )|v|fj(P )|v ≤M ε(v)|F (P )|v max
j

(|gij(P )|v).

Since gij is homogeneous of degree ei − d,

|gij(P )|v ≤
(
N + ei − d

N

)ε(v)

|G|v|P |ei−dv ,

and thus joining the last two equations, if C3 = M
(
N+ei−d

N

)
,

|xi|eiv ≤ C
ε(v)
3 |G|v|F (P )|v|P |ei−dv .
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Taking maximun over i,

|P |eiv ≤ C
ε(v)
3 |G|v|F (P )|v|P |ei−dv ,

hence

|P |dv ≤ C
ε(v)
3 |G|v|F (P )|v.

Now, raising to the power nv, multiplying over all v ∈MK and taking [K : Q]-roots,
denoting C2 = 1

C3H(G) ,

C2H(P )d ≤ H(F (P )),

as we wanted to prove. Note that H(G), the gij , ei and therefore C2 only depend
on the polynomials fi for i = 1, ...,M , though we don’t know how to estimate
them.

Definition 3.4.5. For x ∈ Q,

H(x) = H([x, 1]),

and if x ∈ K,

HK(x) = HK([x, 1]).

Proposition 3.4.6. Let f(t) = a0t
d + a1t

d−1 + ...+ ad−1t+ ad

= a0(t− α1) · · · (t− αd) ∈ Q[t]. Then

2−d
d∏
j=1

H(αj) ≤ H([a0, ..., ad]) ≤ 2d−1
d∏
j=1

H(αj).

Proof. We can replace the polynomial by (1/a0)f(t) because the right and the left
side does not depend on a0, and the point [a0, ..., aN ] is the same as [1, ..., aN/a0]
in the projective space. We take K = Q[α1, ..., αd]. Let

ε(v) = 1

if v is non-archimedean and

ε(v) = 2

if it is archimedean. We will prove

ε(v)−d
d∏
j=1

max(|αj |v, 1) ≤ max
0≤i≤d

{|ai|v} ≤ ε(v)d−1
d∏
j=1

max{|αj |v, 1},

and raising to the power nv, multiplying over all v ∈ MK and taking [K : Q]-
roots we obtain the desired result (using the same arguments as in the previous
proposition). We will do it by induction on d.
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First, if d = 1, f(t) = t− α with a1 = α and a0 = 1, so

ε(v)−1 max(|α|v, 1) ≤ max(|α|v, 1) = max(|a1|v, |a0|v) ≤ max{|α|v, 1}.

Assume that the result holds for d− 1. Let f(t) be as above and k such that

|αk|v ≥ |α|v.

We define

g(t) =(t− α1) · · · (t− αk−1)(t− αk+1) · · · (t− αd)
= b0t

d−1 + b1t
d−2 + ...+ bd−1,

hence
f(t) = (t− αk)g(t).

Therefore, for all 0 ≤ i ≤ d,
ai = bi − αkbi−1

(this also holds if i = 0 and we set b−1 = 0). Consequently,

max
0≤i≤d

{|ai|v} = max
0≤i≤d

{|bi − αkbi−1|v} ≤ ε(v) max
0≤i≤d

{|bi|v,max{|αk|v, 1}|bi−1|v}

≤ ε(v) max
0≤i≤d

{|bi|v}max{|αk|v, 1} ≤ ε(v)d−1
d∏
j=1

max{|αj |v, 1},

where in the last step we have used the induction hypothesis applied to g. To prove
the other inequality, suppose |αk|v ≤ ε(v). Then

d∏
j=1

max{|αj |v, 1} ≤ ε(v)d ≤ ε(v)d max
0≤i≤d

{|ai|v},

where we have used that max0≤i≤d{|ai|v} ≥ 1.

If |αk|v > ε(v),

max
0≤i≤d

{|ai|v} = max
0≤i≤d

{|bi − αkbi−1|v}

≥ ε(v)−1 max
0≤i≤d

{|bi|v}max{|αk|v, 1}.

To see that, suppose v is non-archimedean. Since |αk|v > ε(v) = 1, denoting
bj as the number where the maximun is reached, when i − 1 = j we have that
|bi−αkbi−1|v = |αk|v|bj |v, and for the rest of i the absolute value of all the differences
is bounded by that quantity, so

max
0≤i≤d

{|bi − αkbi−1|v} = 1−1 max
0≤i≤d

{|bi|v}max{|αk|v, 1}.
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Suppose v is archimedean. Then

max
0≤i≤d

{|bi − αkbi−1|v} ≥ max
0≤i≤d

{|αkbi−1|v − |bi|v}

≥ |αk|v|bj |v − |bj+1|v ≥ (|αk|v − 1) max
0≤i≤d

{|bi|v}

≥ ε(v)−1 max
0≤i≤d

{|bi|v}|αk|v

because

(|αk|v − 1) ≥ |αk|v
2

as |αk|v > ε = 2.

Applying induction on g we have that

max
0≤i≤d

{|ai|v} ≥ ε(v)−1 max
0≤i≤d

{|bi|v}max{|αk|v, 1} ≥ ε(v)−d
d∏
j=1

max{|αj |v, 1}.

Lemma 3.4.7. Let K be a number field. For P ∈ PN (K), P = [x0, ..., xn] and
σ ∈ Gal(Q/Q),

H(P ) = H(P σ).

Proof. We have that σ : K ' Kσ, so [K : Q] = [Kσ : Q]. Furthermore, if vσ ∈MKσ ,
for all x ∈ K,

|σ(x)|vσ = |x|v

is a valuation in K and using a similar argument, we have that there is a 1-to-1
correspondence between MK and MKσ . Then for each v, we can extend (by density)
the isomorphism σ to

Kv ' Kvσ

since σ respects valuations. Therefore, nv = nvσ .

HKσ(P σ) =
∏

v∈MK

|σ(x)|nvσvσ =
∏

v∈MK

|x|nvv ,

and taking [K : Q]−roots we obtain the result.

Now we will prove a theorem that will be one of the keys to prove Mordell-Weil.

Theorem 3.4.8. Let C, d constants. Then the set

{P ∈ PN (Q) : H(P ) ≤ C and [Q(P ) : Q] ≤ d}
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is finite. In particular, for any K number field

{P ∈ PN (K) : HK(P ) ≤ C}

and
{P ∈ PN (K) : H(P ) ≤ C}

are also finite.

Proof. For the last assertion, assume that the first one is true. Then P ∈ K implies

[Q(P ) : Q] ≤ [K : Q],

hence

{P ∈ PN (K) : HK(P ) ≤ C}
⊂ {P ∈ PN (Q) : H(P ) ≤ C1/[K:Q] and [Q(P ) : Q] ≤ [K : Q]}.

As this last set is finite, the first one is also finite.

{P ∈ PN (K) : H(P ) ≤ C} = {P ∈ PN (K) : HK(P ) ≤ C [K:Q]},

which is also finite.

Let’s prove now the first assertion. Let P = [x0, ..., xN ] with at least one
component equal to 1. Then Q(P ) = Q[x0, ..., xN ], and

HQ(P )(P ) =
∏

v∈MQ(P )

max
0≤i≤N

{|xi|v}nv ≥ max
1≤i≤N

( ∏
v∈MQ(P )

max{|xi|v, 1}nv
)

= max
1≤i≤N

HQ(P )(xi),

where we have used that∏
v∈MQ(P )

max{|xi|v, 1}nv ≤
∏

v∈MQ(P )

max
0≤i≤N

{|xi|v}nv

for each i.

We have then that for each i, HQ(P )(xi) ≤ C and [Q(xi) : Q] ≤ d, so if we
prove the result for N = 1 we would have that there would be a finite number of
possibilities for xi, hence there would be a finite number of P in that set.

Let
E = {x ∈ Q : H(x) ≤ C, Q(x) ≤ d},

and let fx(t) be the minimal polynomial of degree e ≤ d with roots x, α1, ..., αe−1

and coefficients 1, a1, ..., ae ∈ Q. Using Proposition 3.4.6 and Lemma 3.4.7

H([1, a1, ..., ae]) ≤ 2e−1H(x)
e−1∏
j=1

H(αj) = 2e−1H(x)e ≤ (2C)d,
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Therefore, using the observation at the beginning of the section, there is only a
finite number of e-tuples a1, ..., ae for which that inequality holds. Consequently,
there is a finite number of polynomials whose roots are in E, and as polynomials
have a finite number of roots, E is finite.

3.4.1 Heights on Elliptic Curves

Using the definitions of heights over the proyective space and their properties we
are going to define heights on Elliptic Curves.

First, recall that for E an elliptic curve and f ∈ K(E) in the function field,
then

f : E → P1

defined by
f(p) = [f(p), 1]

if p is not a pole of f , and
f(p) = [1, 0]

if p is a pole of f is a morphism.

Now, define h : P1 → R as

h(P ) = log(H(P )).

Let f ∈ K(E). Define hf : E → R as

hf (P ) = h(f(P )).

Proposition 3.4.9. Let E be an elliptic curve over K a number field and let C > 0
be a constant. Then

{P ∈ E(K) : hf (P ) ≤ C}
is a finite set.

From now on, if f is a real function taking values in a certain set E and there
exists a constant C such that

|f(P )| ≤ C
for all P ∈ E then we will say that f = O(1).

Proof.

{P ∈ E(K) : hf (P ) ≤ C} = {P ∈ E(K) : H(f(P )) ≤ eC},

so by Theorem 3.4.8, f(P ) is contained in a finite set, and for each Q, by Proposition
2.2.7 there are only a finite number of P such that f(P ) = Q, hence

{P ∈ E(K) : hf (P ) ≤ C}
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is finite.

Theorem 3.4.10. Let E be an elliptic curve and consider the function x ∈ K(E).
Then, for all P,Q ∈ E(K),

hx(P +Q) + hx(P −Q) = 2hx(P ) + 2hx(Q) +O(1).

Proof. Let
E : y2 = x3 +Ax+B.

Then, as x[−P ] = x[P ], the result is obvious for ±Q,±P = O (and in fact it is an
equality). Given P,Q,

x(P ) = [x1, 1] x(Q) = [x2, 1],

x(P +Q) = [x3, 1] x(P −Q) = [x4, 1],

and if P 6= ±Q then x(P +Q) =
(
y2−y1
x2−x1

)2
− x1 − x2, so

x3 + x4 =
(y1 + y2)2 + (y2 − y1)2 − 2(x1 + x2)(x2 − x1)2

(x2 − x1)2

= 2
x3

1 +Ax1 +B + x3
2 +Ax2 +B − x3

1 − x3
2 + x2

1x2 + x2
2x1

(x2 − x1)2

= 2
(x1 + x2)(x1x2 +A) + 2B

(x2 − x1)2
,

and

x3x4 =
2y1y2 + (x1 + x2)(x1x2 +A) + 2B

(x2 − x1)2

−2y1y2 + (x1 + x2)(x1x2 +A) + 2B

(x2 − x1)2

=
4y2

1y
2
2 +

(
(x1 + x2)(x1x2 +A) + 2B

)
(x2 − x1)4

=
(x1x2 −A)2 − 4B(x1 + x2)

(x1 − x2)2
.

In fact this formula is also valid when P = ±Q because the result is ∞. Define
g : P2 → P2 as

g([t, u, v]) = [u2 − 4tv, 2u(At+ v) + 4Bt2, (v −At)2 − 4Btu].

In order to verify that g is a morphism of degree 2 we have to check that the only
common zero of the three entries is (0, 0, 0). But first, if we define the following
functions: σ : E × E → P1 × P1 as

σ(P,Q) = (x(P ), x(Q)),

τ : P1 × P1 → P2 as

([α1, β1], [α2, β2])→ [β1β2, α1β2 + α2β1, α1α2],
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and G : E × E → E × E as

G(P,Q) = (P +Q,P −Q),

then the following identity holds:

τ(σ(G(P,Q))) = g(τ(σ(P,Q))). (3.4.4)

The left side of that equation is

τ([x3, 1], [x4, 1]) = [1, x3 + x4, x3x4],

while the right side is

([1, x1 + x2, x1x2])

= [(x1 + x2)2 − 4x1x2, 2(x1 + x2)(A+ x1x2) + 4B, (x1x2 −A)2 − 4B(x1 + x2)].

Taking into account that (x1 + x2)2 − 4x1x2 = (x1 − x2)2 and using the above
formulas for x3x4 and x3 + x4, we obtain the desired result.

Next we are going to prove that the only common zero of the entries of g is
(0, 0, 0). If t = 0,

u2 − 4tv = 0,

hence u = 0 and v = 0. Therefore, we can suppose that t 6= 0. Taking a new
variable x = u/2t, then since u2 − 4vt = 0,

x2 = v/t.

Dividing by t2 the second and the third polynomial we have that

Φ(x) = 4B + 4x(A+ x2) = 43 + 4Ax+ 4B,

and
Ψ(x) = (x2 −A)2 − 8Bx = x4 − 2Ax2 − 8Bx+A2.

Using equation 3.3.1 from the previous section,

(16A+ 12x2)Ψ(x) +
(

5Ax− 3x3 + 27B
)

Φ(x) = 4∆,

and as ∆ 6= 0, this implies that Ψ(x) and Φ(x) have no common zeros, which
finishes the proof.

Denote σ′ = τσ. Then, taking h on each side of the equation 3.4.4 we have that

h(σ′(P +Q,P −Q)) = h(g(σ′(P,Q)).

Applying Proposition 3.4.4,

C1H(σ′(P,Q))2 ≤ H(g(σ′(P,Q))) ≤ C2H(σ′(P,Q))2.
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Taking logarithms,

log(C1) + 2h(σ′(P,Q)) ≤ h(g(σ′(P,Q))) ≤ log(C2) + 2h(σ′(P,Q)),

and therefore
h(g(σ′(P,Q)) = 2h(σ′(P,Q)) +O(1),

so
h(σ′(P +Q,P −Q)) = 2h(σ′(P,Q)) +O(1). (3.4.5)

Next we are going to prove that for any R1, R2 ∈ E(K),

h(σ′(R1, R2)) = hx(R1) + hx(R2) +O(1), (3.4.6)

and if we are able to do it, applying it two times in 3.4.5,

hx(P +Q) + hx(P −Q) +O(1) = h(σ′(P +Q,P −Q)) = 2h(σ′(P,Q)) +O(1)

= 2hx(P ) + 2hx(Q) +O(1),

which is the desired result we want to prove.

Let’s now prove 3.4.6. First, suppose R1 = O (and R2 6= O). Then,

h(σ′(O,R2)) = h(τ([1, 0], [x(R2), 1])) = h([0, 1, x(R2)]) = h([1, x(R2)]) = hx(R2),

hence we can suppose that none of them is O. Let

x(R1) = [α1, 1],

x(R2) = [α2, 1].

Then taking into account that h(σ′(R1, R2)) = h([1, α1 + α2, α1α2]), if we consider
the polynomial f(t) = (t+ α1)(t+ α2), applying Proposition 3.4.6,

(1/4)H(−α1)H(−α2) ≤ H([1, α1 + α2, α1α2]) ≤ 2H(−α1)H(−α2).

SinceH(−αi) = H(αi) for i = 1, 2, taking logarithms and using that h(αi) = hx(Ri)
for each i,

hx(R1) + hx(R2)− log(4) ≤ h([1, α1 + α2, α1α2]) ≤ log(2) + hx(R1) + hx(R2),

which completes the proof.

3.5 Proof of the Mordell-Weil Theorem for number
fields

The previous theorem allows us to prove the (sufficient) conditions that a height
function should verify to conclude the finiteness of the generators of a group.
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Corollary 3.5.1. Let E be an elliptic curve and hx the height as above. Then,
given P,Q ∈ E(K) we have:

i) For fixed Q ∈ E(K) there exists a constant C1 > 0 depending on Q and the
curve E such that if P ∈ E(K),

hx(P +Q) ≤ 2hx(P ) + C1.

ii) For all m ≥ 2 and all P ∈ E(K),

hx([m]P ) = m2hx(P ) +O(1).

In particular this implies that there exists a constant C2 > 0 depending only
on E such that

h([m]P ) ≥ m2hx(P )− C2.

Proof. We begin with the first part. Using Theorem 3.4.10,

hx(P +Q) ≤ hx(P +Q) + hx(P −Q) = 2hx(P ) + 2hx(Q) +O(1),

so there exists C ′1 such that O(1) ≤ C ′1. Let C1 = C ′1 +2hx(Q), which only depends
on the curve and on Q. We have that

hx(P +Q) ≤ hx(P +Q) + hx(P −Q) = 2hx(P ) + 2hx(Q) +O(1) ≤ 2hx(P ) + C1.

For the second part we will use induction. First if m = 0, 1 the result is obvious.
Assume it is true for all numbers less than or equal to m. Using Theorem 3.4.10
for points P ′, Q′, taking P ′ = [m]P , Q′ = P we have

hx([m+ 1]P ) + hx([m− 1]P ) = 2hx[m]P ) + 2hx(P ) +O(1).

Applying the induction hypothesis,

hx([m+ 1]P ) + (m− 1)2hx(P ) = 2(m2 + 1)hx(P ) +O(1),

and rearranging the terms,

hx([m+ 1]P ) = (m2 + 1 + 2m)hx(P ) +O(1) = (m+ 1)2hx(P ) +O(1).

From this equation, the existence of a constant C2 that only depends on the curve
such that

h([m]P ) ≥ m2hx(P )− C2

is obvious.

The following proposition gathers all this work.
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Proposition 3.5.2. a) If P0 ∈ E(K), there exists a constant C1 > 0 depending
on P0 and the elliptic curve E such that for all P ∈ E(K) we have

hx(P + P0) ≤ 2hx(P ) + C1,

b) For all integers m ≥ 2, there exists a constant C2 ≥ 0 depending on A,B
such that for P ∈ E(K),

hx([m]P ) ≥ m2hx(P )− C2.

c) For all constant C3 ≥ 0, the set

{P ∈ E(K) : hx(P ) ≤ C3}

is finite.

Proof. The first two parts are a particular case of Corollary 3.5.1, because we are
now restricting to E(K), while there we had the same results for E(K), which is
more general. The third one is a consequence of Proposition 3.4.9 applied to the
case f = x.

Theorem 3.5.3 (Mordell-Weil Theorem). Let K be a number field and E/K an
elliptic curve defined over K. Then E(K) is finitely generated.

Proof. Using this last proposition, Proposition 3.1.1 and the fact that for each
integer m ≥ 2, E(K)/mE(K) is finite, which was the conclusion of Theorem 3.2.1
(Weak Mordell-Weil Theorem), we obtain that the group E(K) is finitely generated.

The group E(K) can be thought as a Z-module, so it is a module over a principal
ring, and thus using Lemma 1.2.6,

E(K) ∼= E(K)tors × Zr,

where r ∈ Z and r ≥ 0. Since E(K)tors is finitely generated and all its elements
have finite order, E(K)tors is also finite.
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Chapter 4

Torsion and rank of elliptic
curves.

4.1 Torsion group of elliptic curves.

In this subsection we are just going to formulate a few well-known results about
the torsion group of elliptic curves over number fields.

Theorem 4.1.1. (Nagell-Lutz) Let E/Q an elliptic curve with Weiestrass equation

y2 = x3 +Ax+B

where A,B ∈ Z. Then, if P = (x(P ), y(P )) is a torsion point,

x(P ), y(P ) ∈ Z,

and either 2[P ] = O or
y(P )2|(4A3 + 27B2).

Though we are not going to show it, the proof of this theorem is relatively
simple. For the second part it suffices to make easy manipulations similar to the
ones we did during the Mordell-Weil theorem for the case of Q. The first part, which
is a bit difficult, can be done in a more general context (in fields with a discrete
non-archimedean valuation), and can be found in [43].

The next theorem shows that there are not many possibilities for the torsion
group of an elliptic curve over Q, and that it is indeed quite ‘small’.

Theorem 4.1.2. (Mazur) Let E/Q an elliptic curve. Then, there are only fifteen
possibilities for the subgroup E(Q)tors:

Z/NZ for 1 ≤ N ≤ 10 or N = 12,

Z/2NZ× Z/2NZ, 1 ≤ N ≤ 4.
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The proof of this theorem can be found in [28] and [29].

However, the torsion subgroup of elliptic curves over arbitrary number fields is
not so well-known. The following theorem tries to approach to the previous one.

Theorem 4.1.3. Let K/Q a number field and p a prime number. Then there exists
a positive integer N = N(K, p) for which for all elliptic curves E/K over K, the
cardinality of the p-group of E(K)tors is bounded by pN .

Notice that in particular Theorem 4.1.2 implies that the cardinality of the tor-
sion subgroup of the elliptic curves over Q is uniformly bounded. In the same
way,

Theorem 4.1.4. Let K/Q a number field. Then there is a positive integer N =
N(K) such that for all elliptic curves E/K,

|E(K)tors| ≤ N.

Of course, if we eliminate the restriction that N should depend on K then the
previous theorem is false. This is because for any elliptic curve over Q and any N
positive integer the subgroup

E[N ] =
{
P ∈ Q : [N ]P = 0

}
has cardinality N2 and the coordinates of its points are algebraic over Q. Therefore,
there exists a number field K such that E[N ] ⊂ E(K)tors, and thus there are
number fields with torsion subgroup arbitrary large.

To show how Theorem 4.1.4 has been solved, we will introduce some notation.

Notation 4.1.5. Let d ≥ 1 an integer. Consider the set S(d) of prime numbers p
such that there exists a number field K with [K : Q] ≤ d and an elliptic curve E/K
such that p||E(K)tors|.

Let Φ(d) the set of possible groups E(K)tors up to isomorphism, where K runs
over all number fields such that |K : Q| ≤ d and E/K is defined over K.

This first theorem was proven by Faltings and Frey ([13],[16]):

Theorem 4.1.6. If S(d) is finite, then Φ(d) is finite.

The following theorem was proven by Merel ([30]).

Theorem 4.1.7. For all d ≥ 1, the set S(d) is finite, hence by Theorem 4.1.6,
Φ(d) is also finite. Moreover, when d > 1 and p ∈ S(d), we have the bound

p ≤ d3d2 .
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This last theorem shows that the number of possible subgroups of E(K)tors
with [K : Q] ≤ d is finite, so in particular there exists N = N(d) such that

|E(K)tors| ≤ N(d),

which is in fact stronger than Theorem 4.1.4.

Note that Theorem 4.1.2 implies that S(1) = {2, 3, 5, 7} and |Φ(1)| = 15. In
a similar way, Kamienny and Mazur ([22]) proved that S(2) = {2, 3, 5, 7, 11, 13}
and |Φ(d)| = 26, and Parent ([33]) proved that S(3) = S(2). Furthermore, Derickx,
Kamienny, Stein and Stoll ([8]) have also proven that

S(4) = S(3) ∪ {17}, S(5) = S(4) ∪ {19}, and S(6) ⊂ S(5) ∪ {37, 73}.

4.2 The rank of elliptic curves.

In this subsection we are going to define the L-functions of elliptic curves. We are
also going to mention and outline the proof of some results and conjectures relating
those L-functions with the (algebraic) rank of the elliptic curves.

4.2.1 L-function of an elliptic curve.

Let K be a number field with [K : Q] = n and M0
K the set of non-archimedean

absolute values. Let v ∈M0
K , kv its residue field and qv = #kv. Define

av = qv + 1−#E(kv) = αv + αv, (4.2.1)

where we have applied equation 2.4.2.

Define

Lv(T ) = 1− avT + qvT
2

when E has good reduction at v and

Lv(T ) = 1− T

if E has split multiplicative reduction at v,

Lv(T ) = 1 + T

if E has non-split multiplicative reduction at v and

Lv(T ) = 1

if E has additive reduction at v.
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Definition 4.2.1. The L-series of E/K is defined by the following infinite product:

LE/K(s) =
∏

v∈M0
K

Lv(q
−s
v )−1.

In fact,∏
v∈M0

K

Lv(q
−s
v )−1 =

∏
v(∆E)=0

1

1− avq−sv + q1−2s
v

∏
v(∆E)>0

Lv(q
−s
v )−1,

and the second product is a finite product, hence for checking the convergence of
the product, it suffices to look at the first part.

Lemma 4.2.2. The expression LE/K(s) defines an analytic function in Re(s) >
3/2.

Proof. It suffices to show that∏
v(∆E)=0

1

1− avq−sv + q1−2s
v

defines an analytic function.

Take any compact subset C ⊂ T = {s ∈ C : Re(s) > 3/2}. There exists δ > 3/2
such that for z ∈ C then Re(z) ≥ δ, because the function Re(z) is continous, so it
reaches a minimun in C. If we show that there exist constants Mv such that for all
s ∈ C, ∥∥∥∥ 1

1− avq−sv + q1−2s
v

− 1

∥∥∥∥ ≤Mv

for each v with v(∆E) = 0 and ∑
v(∆E)=0

Mv <∞,

then by the Weiestrass criterium∏
v(∆E)=0

1

1− avq−sv + q1−2s
v

will converge uniformly over compact sets of T . Therefore it will converge pointwise
on T . Thus, let C ⊂ T a compact set and δ = δC > 3/2. If qv = 2 then

|av| = |E(kv)− 3| ≤ 2

because as kv only has two elements, we have the trivial bound

1 ≤ #E(kv) ≤ 5.
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Therefore, by the (inverse) triangular inequality,∥∥1− avq−sv + q1−2s
v

∥∥ ≥ 1− |av|q−Re(s)v − q1−2Re(s)
v

= 1− |av|2−Re(s) − 21−2Re(s) ≥ 1− 21−δ − 21−2δ ≥ 1− 1√
2
− 1

4
=

3

4
− 1√

2
.

If qv ≥ 3, using Theorem 2.4.2,∥∥1− avq−sv + q1−2s
v

∥∥ ≥ 1− |av|q−Re(s)v − q1−2Re(s)
v

= 1− 2
√
qvq
−Re(s)
v − q1−2Re(s)

v = 1− 2q1/2−δ
v − q1−2δ

v ≥ 1− 2

3
− 1

9
=

2

9
.

This estimations ensure that the finite products make sense because the denomi-
nator is never 0. Let C1 = max(9

2 ,
1

3
4
− 1√

2

). For s ∈ C,

∥∥∥∥ 1

1− avq−sv + q1−2s
v

− 1

∥∥∥∥ =

∥∥∥∥ avq
−s
v − q1−2s

v

1− avq−sv + q1−2s
v

∥∥∥∥
≤ C1

∥∥avq−sv − q1−2s
v

∥∥
≤ C1(2q1/2−Re(s)

v + q1−2Re(s)
v )

≤ C1(2q1/2−δ
v + q1−2δ

v ),

so we must prove that if

Mv = C1(2q1/2−δ
v + q1−2δ

v ),

then ∑
v∈M0

K
v(∆E)=0

Mv <∞.

Notice that qv = pr for some prime number p and some positive integer r.
Denote β the prime ideal corresponding to v. We have that

kv/Fp

is a field extension, hence

β ∩ Z = pZ,

and therefore p|β. By Theorem 1.3.15, for each prime number p, the number of ideal
primes β of OK such that p|β is bounded by n. Therefore the number of valuations
v such that #kv = qv will also be bounded by n.
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Since δ > 3/2, we can write it as δ = 3/2 + ε where ε > 0, hence∑
v∈M0

K
v(∆E)=0

Mv ≤ C1n
∑
q=pr

p prime

(2q1/2−δ + q1−2δ)

= C1n
∑
q=pr

p prime

(2q−1−ε + q−2−2ε)

≤ C1n
∑
m

2m−1−ε +m−2−2ε <∞,

as we wanted to prove.

Next we are going to define the conductor of an elliptic curve E/K. For all
v ∈M0

K ,
fv = 0

if E has good reduction at v,
fv = 1

if E has multiplicative reduction at v and

fv = 2 + δv,

where δv ≥ 0 is the dimension of a certain group of homomorphisms. It is a measure
of the ‘wild ramification’ of the action of the inertia subgroup in Tl(E) (for more
details, check [32]).

Definition 4.2.3. Define the conductor as the ideal

NE/K =
∏

v∈M0
K

pfvv ,

where pv is the prime ideal in OK corresponding to v.

It is well defined because v has bad reduction for a finite number of valuations,
so fv 6= 0 for a finite number of places.

Let K = Q. Then NE = NE/Q can be thought as a number. Let E/Q be an
elliptic curve and p a prime for which E has split multiplicative reduction at p.
Define

ap = 1.

If E has non-split multiplicative reduction at p, define

ap = −1,

and if E has additive reduction at p, then

ap = 0.
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With all this notation,

p|NE ⇐⇒ p|∆E ⇐⇒ vp(∆) > 0.

Therefore, p|NE if and only if E has bad reduction at p. Besides, when E has good
reduction at p then using equation 4.2.1 and the fact that αpαp = p,

Lv(p
−s) = 1− app−s + p1−2s = (1− αp

ps
)(1− αp

ps
),

thus the L-function for E can be written in the following way:

L(s, E) = LE/Q(s) =
∏
p|NE

(1− ap
ps

)−1
∏
p -NE

(1− αp
ps

)−1
∏
p -NE

(1− αp
ps

)−1. (4.2.2)

4.2.2 Conjectures and theorems about L-functions and the rank
of elliptic curves

The first conjecture we are going to talk about does not involve L-functions, it is
just about the rank, and nowadays is still an open problem.

Conjecture 4.2.4. There exist elliptic curves E/Q of arbitrary large rank.

The main evidence for this conjecture is found in the work of Tate and Shafare-
vich. They proved that the analogous theorem is true for elliptic curves over the
field Fq(T ), where q is the power of a prime number.

Theorem 4.2.5. There exist elliptic curves E/Fq(T ) of arbitrary large rank.

Conjecture 4.2.6. For all K number field and all elliptic curves E/K, the function
LE/K(s) has an analytic continuation to the entire complex plane, and it satisfies
a functional ecuation.

This conjecture is known to be true for the elliptic curves having complex mul-
tiplication (check [9] and [46]). Furthermore, for the case K = Q, if E is modular
(we will define this concept in the next section), LE/Q can be extended to the whole
complex plane.

Next, for any elliptic curve E/Q we define the following function

ξE(s) = (

√
NE

2π
)sΓ(s)LE(s), (4.2.3)

where Γ is the usual Gamma function of complex analysis. Conjecture 4.2.6 then
has another reformulation:
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Theorem 4.2.7. The function ξE(s) has an analytic continuation to the whole
complex plane, and it satisfies the functional equation

ξE(s) = wξE(2− s),

where w = ±1.

We will discuss a bit more about this theorem (which was a conjecture till 2001)
later on.

The following conjecture is one of the Millennium Problems and it is still open.

Conjecture 4.2.8 (Birch and Swinnerton-Dyer). Let E/Q be an elliptic curve over
Q and let L(s, E) be its L-function. Then

rank(E(Q)) = ords=1L(s, E),

where ords=1L(s, E) denotes the order of the zero of the function L(s, E) at s = 1.

This conjecture can also be formulated in curves defined over number fields. It
is of course based on some numerical and theoretical evidence. For some numerical
evidence, check [3]. For the theoretical ones,

Theorem 4.2.9. (Coates, Wiles). If E/Q has complex multiplication and E(Q) is
infinite (so r ≥ 1) then

L(1, E) = 0.

For the proof, check [7]. Some other works of mathematicians such as Gross,
Zagier and Kolyvagin have shown that this conjecture holds for some special cases.

Theorem 4.2.10. (Gross-Zagier,1986). Let E/Q be a modular elliptic curve. If
LE(s) has a simple zero at s = 1 then E(Q) is inifinite.

Theorem 4.2.11. (Kolyvagin) Let E/Q an elliptic curve either modular or with
complex multiplication. If ords=1LE(s) ≤ 1, then

rank(E(Q)) = ords=1LE(s).

The hypothesis of being modular can be eliminated1 from the two last theorems.

For the rest of the section we are just going to focus on a certain problem
involving just the analytic rank, which will be denoted as r(E), so

r(E) = ords=1L(s, E).

Thus the following part is much more analytic. Before showing the results, we need
some definitions.

1See Chapter 5
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Recall that making a change of variables, each elliptic curve over Q has a unique
model

Er,s : y2 = x3 + rx+ s,

where r, s ∈ Z and verify that if there is a prime such that

p4|r

then p6 does not divide s. We call this condition (1). It is a consequence of the fact
that for the change of variables x = u2x′, y = u3y′, then r′ = u−4r and s′ = u−6s.

We consider the family of elliptic curves

C(T ) =
{
Er,s : |r| ≤ T 1/3, |s| ≤ T 1/2, Er,s satisfies condition (1)

}
.

Conjecture 4.2.12. Let E/Q be an elliptic curve over Q. Then the only zeros of
the L-function

L(s, E)

are found in Re(s) = 1. This conjecture is known as the generalized Riemann
Hypothesis.

Theorem 4.2.13. (Brumer) Assuming that all elliptic curves are modular and that
their L-function satisfy the generalized Riemann Hypothesis, the average analytic
rank is bounded. More precisely,

1

|C(T )|
∑

E∈C(T )

r(E) ≤ 2.3 + o(1),

where o(1) is a certain function that tends to 0 as T →∞.

The publication of this theorem was in 1992, so at that time the fact that all
curves are modular was a conjecture. This conjecture was proven in 2001 (we will
talk more about this later on), hence we can eliminate this hypothesis. Therefore,
the only hypothesis that we don’t know if it is true is the generalized Riemann
Hypothesis. Though we are not going to show all the details of the proof, we will
give a brief sketch of it. We will do it through some lemmas.

Lemma 4.2.14. Let F be a holomorphic function in
{
s ∈ C : −c0 ≤ Re(s) ≤ c0

}
for some c0 > 0 such that

• F (s) = F (−s).

• F (s) is real and positive when s is pure-imaginary.

•
∫ c+∞
c−i∞ |F (s)||s|ε|ds| = O(1).

99



Then, the following identity holds:

1

πi

∫ i∞

−i∞

ξ′E
ξE

(1 + s)F (s)ds =
∑
t∈R

L(1+it,E)=0

F (it). (4.2.4)

Proof. Using Theorem 4.2.7,

ξ′E
ξE

(s) = −
ξ′E
ξE

(2− s).

Let R > 0. Then, by the Isolated Zeros Theorem, ξE can only have a finite number
of zeros in [−iR, iR]. Therefore, we can take a sequence of Rn such that

lim
n→∞

Rn =∞

and ξE(Rn) 6= 0. Take any ε > 0 and consider the region

Tε,n =
{
s ∈ C : −ε < Re(s) < ε, −Rn < Im(s) < Rn

}
.

By the residue theorem

1

2πi

∫
∂Tε,n

ξ′E
ξE

(1 + s)F (s)ds =
∑
a∈Tε,n
ξE(a)=0

Res
(ξ′E
ξE

(1 +−)F (−), a
)

=
∑

−Rn≤t≤Rn
ξE(1+it)=0

ords=1+it(ξE)F (it)

=
∑

−Rn≤t≤Rn
L(1+it,E)=0

F (it),

where we have used that

ξE(a) = 0⇐⇒ L(a,E) = 0

because of the functional equation. In the second step we have applied the gener-
alized Riemann Hypothesis and the fact that if ords=aξE(s) = n then there exists
gE holomorphic in a disc around a with gE(a) 6= 0 such that

ξE(z) = (z − a)ngE(z),

so
ξ′E
ξE
F (z) =

nF (z)

z − a
+
g′E(z)F (z)

gE(z)
.

In the last step expression we are counting multiplicities.
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On the other hand, by the definition of integral,

1

2πi

∫
∂Tε,n

ξ′E
ξE

(1 + s)F (s)ds =
1

2πi

∫ Rn

−Rn

ξ′E
ξE

(1− ε+ it)F (−ε+ it)idt

+
1

2πi

∫ −Rn
Rn

ξ′E
ξE

(1 + ε+ it)F (ε+ it)idt

+
1

2πi

∫ ε

−ε

ξ′E
ξE

(1 + iRn + t)F (iRn + t)dt

+
1

2πi

∫ −ε
ε

ξ′E
ξE

(1− iRn + t)F (−iRn + t)dt.

By the simetries of
ξ′E
ξE

(s) and F (s),

1

2πi

∫ Rn

−Rn

ξ′E
ξE

(1− ε+ it)F (−ε+ it)idt = − 1

2πi

∫ Rn

−Rn

ξ′E
ξE

(1 + ε− it)F (ε− it)idt

=
1

2πi

∫ −Rn
Rn

ξ′E
ξE

(1 + ε+ it)F (ε+ it)idt,

where in this last step we have made a change of variables. Doing the same with
the other two integrals we obtain

1

2πi

∫
∂Tε,n

ξ′E
ξE

(1 + s)F (s)ds = 2
1

2πi

∫ −Rn
Rn

ξ′E
ξE

(1 + ε+ it)F (ε+ it)idt

+ 2
1

2πi

∫ ε

−ε

ξ′E
ξE

(1 + iRn + t)F (iRn + t)dt.

Furthermore, in the segment [−ε+ iRn.ε+ iRn], ξE does not have any zero, so the

function
ξ′E
ξE

(1 + s)F (s) is continous. Therefore, for fixed ε0, it is bounded by M ,
hence ∥∥∥∥ 1

2πi

∫ ε

−ε

ξ′E
ξE

(1 + iRn + t)F (iRn + t)dt

∥∥∥∥ ≤ 2Mε

2π
.

As ε→ 0, that integral tends to 0. Putting everything together,

lim
ε→0

1

πi

∫ −Rn
Rn

ξ′E
ξE

(1 + ε+ it)F (ε+ it)idt = lim
ε→0

1

2πi

∫
∂Tε,n

ξ′E
ξE

(1 + s)F (s)ds

=
∑

−Rn≤t≤Rn
L(1+it,E)=0

F (it).

Consequently,

1

πi

∫ Rn

−Rn

ξ′E
ξE

(1 + it)F (it)idt =
1

πi

∫ −Rn
Rn

ξ′E
ξE

(1 + it)F (it)idt

=
∑

−Rn≤t≤Rn
L(1+it,E)=0

F (it),
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(passing the limit inside the integral is not trivial, something must be done to justify
it). Letting n tend to infinity, we obtain the expression 4.2.4.

Let F (t) be any continuous function of compact support F . Define the Fourier
transform as

F̂ (s) =

∫ ∞
−∞

eisxF (x)dx.

In fact, since F is continuous and has compact support, F̂ (s) can be seen as an
holomorphic function, where s is a complex variable. For t ∈ R, we have the
inversion formula: ̂̂

F (t) = 2πF (−t).

If F is even, F̂ (z) is also even.

With the previous formula, we are going to prove the following lemma, which
approaches a bit more to our theorem.

Lemma 4.2.15. Let F be an even continuous function of compact support and
assume the hypothesis of Theorem 4.2.13. Then,

r(E)F̂ (0) +
∑
τ 6=0

LE(1+iτ)=0

F̂ (τ) = F (0) logNE +
1

π

∫ ∞
−∞

(Γ′

Γ
(1 + it)− log 2π

)
F̂ (t)dt

+ 2

∞∑
n=1

cn(E)F (log n) log n,

where

cn(E) =
−akp
kpk

if n = pk and p divides NE ,

cn(E) =
−(αkp + αp

k)

kpk
if n = pk and p does not divide NE ,

and

cn(E) = 0 if n 6= pk.
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Proof. Using the equation 4.2.3,

ξ′E(s)

ξE(s)
=

log(NE)

2
− log(2π) +

Γ′(s)

Γ(s)
+
L′E(s)

LE(s)
=

log(NE)

2
− log(2π) +

Γ′(s)

Γ(s)

−
∑
p|NE

ap log(p)p−s

1− ap
ps

−
∑
p -NE

αp log(p)p−s

1− αp
ps

−
∑
p -NE

αp log(p)p−s

1− αp
ps

=
log(NE)

2
− log(2π) +

Γ′(s)

Γ(s)
−
∑
p|NE

∞∑
k=1

akp log(p)

pks

−
∑
p -NE

∞∑
k=1

(αkp + αp
k) log(p)

pks
,

where in the second step we have used expression 4.2.2 and in the third one we
have expanded

1

1− ap
ps

for each p because when s = 1 + it, | ap
p1+it
| < 1).

Define the function G(z) = F̂ (−iz), which is holomorphic and even. Putting
function G in equation 4.2.4 instead of F and using the previous expression for
ξ′E(s)

ξE(s) ,

1

πi

∫ i∞

−i∞

ξ′E
ξE

(1 + s)G(s)ds =
1

πi

∫ i∞

−i∞

log(NE)

2
G(s)ds

+
1

πi

∫ i∞

−i∞
(
Γ′

Γ
(1 + s)− log(2π))G(s)ds

− 1

πi

∫ i∞

−i∞

( ∑
p|NE

∞∑
k=1

akp log(p)

pk(s+1)
−
∑
p -NE

∞∑
k=1

(αkp + αp
k) log(p)

pk(s+1)

)
G(s)ds

=
log(NE)

2π

∫ ∞
−∞

F̂ (t)dt+
1

π

∫ ∞
−∞

(
Γ′

Γ
(1 + it)− log(2π))F̂ (t)dt

− 1

π

∫ ∞
−∞

( ∑
p|NE

∞∑
k=1

akp log(p)

pk(it+1)
−
∑
p -NE

∞∑
k=1

(αkp + αp
k) log(p)

pk(it+1)

)
F̂ (t)dt

= log(NE)F (0) +
1

π

∫ ∞
−∞

(
Γ′

Γ
(1 + it)− log(2π))F̂ (t)dt

−
∑
p|NE

∞∑
k=1

akp log(p)

πpk

∫ ∞
−∞

e−it log(pk)F̂ (t)dt

−
∑
p -NE

∞∑
k=1

(αkp + αp
k) log(p)

πpk

∫ ∞
−∞

e−it log(pk)F̂ (t)dt,
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where we have used the fact that
ˆ̂
F (t) = 2πF (−t) and we have exchanged sums

and integrals in the third step (something should be justified about this step).
Therefore,

1

πi

∫ i∞

−i∞

ξ′E
ξE

(1 + s)G(s)ds = log(NE)F (0)

+
1

π

∫ ∞
−∞

(
Γ′

Γ
(1 + it)− log(2π))F̂ (t)dt

− 2
∑
p|NE

∞∑
k=1

akp log(p)

pk
F (log(pk))

− 2
∑
p -NE

∞∑
k=1

(αkp + αp
k) log(p)

pk
F (log(pk))

= log(NE)F (0) +
1

π

∫ ∞
−∞

(
Γ′

Γ
(1 + it)− log(2π))F̂ (t)dt

+ 2
∑
p|NE

∞∑
k=1

−akp log(pk)

kpk
F (log(pk))

+ 2
∑
p -NE

∞∑
k=1

−(αkp + αp
k) log(pk)

kpk
F (log(pk))

= F (0) logNE +
1

π

∫ ∞
−∞

(Γ′

Γ
(1 + it)− log 2π

)
F̂ (t)dt

+ 2
∞∑
n=1

cn(E)F (log n) log n,

and thus using Lemma 4.2.14,

r(E)F̂ (0) +
∑
t6=0

LE(1+it)=0

F̂ (t) =
∑
t∈R

LE(1+it)=0

G(it)

= F (0) logNE +
1

π

∫ ∞
−∞

(Γ′

Γ
(1 + it)− log 2π

)
F̂ (t)dt

+ 2
∞∑
n=1

cn(E)F (log n) log n,

as we wanted to prove.

Next, suppose that h is an even continuous function with support contained in
[−1, 1] with piecewise derivative. Define

hX(t) = h(
t

logX
)
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where X is a parameter that will be specified later on. Then,

ĥX(u) = ĥ(u logX) logX.

Taking F (t) = hX(t) in the expression of Lemma 4.2.15, we obtain

r(E)ĥ(0) +
∑
t6=0

LE(1+it)=0

ĥ(t) = h(0)
logNE

logX
+

2

logX

∞∑
n=1

cn(E)h(
log n

logX
) log n

+
1

π

∫ ∞
−∞

(Γ′

Γ
(1 + it)− log 2π

)
ĥ(t logX)dt

= h(0)
logNE

logX
+

2

logX

∞∑
n≤X

cn(E)h(
log n

logX
) log n

+
1

π

∫ ∞
−∞

(Γ′

Γ
(1 + it)− log 2π

)
ĥ(t logX)dt,

where in the last step we have used that the support of h is contained in [−1, 1].

Next, we define the sums

Uk(E,X, h) =
∑
pk≤X

cpk(E) log pkhX(log pk),

so with this notation,∑
n≤X

cn(E) log nhX(log n) =
∑
k≥1

Uk(E,X, h).

Lemma 4.2.16. For 0 ≤ Re(s) ≤ 2 and t = Im(s) we have the following estimate:∥∥∥∥Γ′

Γ
(s)

∥∥∥∥ = O(log(|t|+ 2).

Define

L(T ) =
1

|C(T )|
∑

E∈C(T )

logNE ,

U1(C(T ), X, h) =
1

|C(T )|
∑
p≤X

cp(E) log phx(log p),

and

U2(C(T ), X, h) =
1

|C(T )|
∑
p2≤X

cp2(E) log p2hx(log p2).

Lemma 4.2.17. Suppose log(|u|+ 2)ĥ(u) ∈ L1(R) and ĥ ∈ L1(R). Then,

1

|C(T )|
∑

E∈C(T )

∑
t∈R

LE(1+it)=0

ĥ(t logX) =
h(0)L(T )

logX

+
2

logX

(
U1(C(T ), X, h) + U2(C(T ), X, h)

)
+O

( 1

logX

)
.

105



Proof. First of all,∑
k≥3

Uk(E,X, h) ≤
∑
k≥3

∑
pk≤X

2
√
p

pk
log p||h||∞ = 2||h||∞

∑
pk≤X

∑
k≥3

log p

pk−
1
2

≤ 2||h||∞
∑
pk≤X

log p
√
p

∑
k≥3

1

pk
= 2||h||∞

∑
pk≤X

log p
√
p

1

p3

p

p− 1

≤ 4||h||∞
∞∑
p=2

log p

p
7
2

= O(1),

so that sum is bounded by a universal constant that only depends on h.

Next, using lemma 4.2.16, if X > 3,

1

π

∫ ∞
−∞

∥∥∥∥(Γ′

Γ
(1 + it)− log 2π

)
ĥ(t logX)

∥∥∥∥ dt ≤ C

π

∫ ∞
−∞

log(|t|+ 2)|ĥ(t logX)|dt

+
log 2π

π

∫ ∞
−∞
|ĥ(t logX)|dt ≤ C

π logX

∫ ∞
−∞

log(
|s|

logX
+ 2)|ĥ(s)|ds

+
log 2π

π logX
||ĥ||L1 ≤

C

π logX

∫ ∞
−∞

log(|s|+ 2)|ĥ(s)|ds+
log 2π

π logX
||ĥ||L1

=
C ′

logX
,

where

C ′ =
C

π

∫ ∞
−∞

log(|s|+ 2)|ĥ(s)|ds+
log 2π||ĥ||L1

π

is a constant.

Finally, adding over all the elliptic curves in C(T ) the expression of Lemma
4.2.15 with F (t) = hX(t), and taking into account the estimations made before,

1

|C(T )|
∑

E∈C(T )

∑
t∈R

LE(1+it)=0

ĥ(t logX) =
h(0)L(T )

logX

+
2

logX

(
U1(C(T ), X, h) + U2(C(T ), X, h)

)
+O

( 1

logX

)
,

where we have used that ∑
k≥3

Uk(E,X, h)

and
1

π

∫ ∞
−∞

(Γ′

Γ
(1 + it)− log 2π

)
ĥ(t logX)dt

are bounded by constants that don’t depend on the elliptic curve.
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We are ready to show the most important lemma of the proof, but first we will
formulate another technical lemma whose proof can be found in [5].

Lemma 4.2.18. We have the following identity:

|C(T )| = 4T
5
6

ζ(10)
+O(T

1
2 ).

Lemma 4.2.19. Assume that the L-functions of elliptic curves satisfy the Rie-
mann Hypothesis. Let h be an even, continous, piecewise C1 function with compact
support on [−1, 1]. Suppose that log(|u|+ 2)ĥ(u) ∈ L1(R) and ĥ(u) ∈ L1(R). Then,
for any X ≤ T c

log2 T
with c = 5

9 ,

1

|C(T )|
∑

E∈C(T )

∑
t∈R

LE(1+it)=0

ĥ(t logX) =
h(0)L(T )

logX

+
ĥ(0)

2
+O

( 1

logX

)
.

Proof. We are just going to outline the steps that are followed in [5]. In that article,
Brumer proves that

|C(T )||U1(C(T ), X, h)| � X
27
20T

1
12 log

1
10 T log−

1
10 X

+X
7
20T

5
12 log

1
10 T log

9
10 X + T

1
6 logX,

so if X ≤ T c

log2 T
and c = 5

9 , recalling Lemma 4.2.18,

U1(C(T ), X, h) = o(1).

In particular

U1(C(T ), X, h) = O(1).

Similarly,

U2(C(T ), X, h) =
ĥ(0)

4
logX + o(1)

when X ≤ T c

log2 T
. Using this bounds and Lemma 4.2.17,

1

|C(T )|
∑

E∈C(T )

∑
t∈R

LE(1+it)=0

ĥ(t logX) =
h(0)L(T )

logX

+
ĥ(0)

2
+O

( 1

logX

)
,

as we wished to prove.
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We are almost ready to prove Theorem 4.2.13, but first we will formulate another
technical lemma of Fouvry, whose proof can be found in [14]:

Lemma 4.2.20. For any ε > 0 the average L(T ) of logNE over C(T ) verifies the
following estimation:

(1− ε) log T + o(log T ) ≤ L(T ) ≤ log T +O(1).

Proof of Theorem 4.2.13.

Choose h(t) = g(t), where

g(t) =

{
1− |t| if |t| ≤ 1
0 if |t| > 1

.

A tedious computation shows that

ĝ(u) =

{
4 sin2(u/2)

u2
if u 6= 0

0 if u = 0
.

The function h verifies the conditions of Lemma 4.2.19, so taking X = T c

log2 T
with

c = 5
9 , we have that O( 1

logX ) tends to zero as T →∞. Using Lemma 4.2.20, for all
ε > 0,

(1− ε) log T
5
9 log T − 2 log log T

+ o(1) ≤ h(0)L(T )

logX
≤ log T

5
9 log T − 2 log log T

+O(
1

log T
).

When T →∞,
9

5
(1− ε) ≤ lim inf

T→∞

h(0)L(T )

logX
,

and

lim sup
T→∞

h(0)L(T )

logX
≤ 9

5
,

which implies that

lim
T→∞

h(0)L(T )

logX
=

9

5
,

hence
h(0)L(T )

logX
=

9

5
+ o(1).

For the left side of the equation of Lemma 4.2.19, by the positivity of ĥ,

1

|C(T )|
∑

E∈C(T )

r(E) ≤ 1

|C(T )|
∑

E∈C(T )

∑
t∈R

LE(1+it)=0

ĥ
(
t log

T c

log2 T

)

=
9

5
+

1

2
+ o(1) = 2.3 + o(1),
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as we wanted to prove. This finishes the proof of Theorem 4.2.13. After this
theorem, some improvements have been made. To show them, we have to introduce
some notation.

Let
Er,s : y2 = x3 + rx+ s

a collection of curves with r, s ∈ Z and let

C =
{
Er,s : p4|r → p6 - s,∆E 6= 0

}
.

Let
ωT (E) = ω1(T−

1
3 r)ω2(T−

1
2 s),

where ω1, ω2 ∈ C∞ are non-negative functions with compact support. Define

S(T ) =
∑
E∈C

ωT (E).

We have then the following result, whose proof can be found in [21]:

Theorem 4.2.21. (Heath-Brown, 2003) Assume that the L-functions of the curves
Er,s satisfy the Riemann Hypothesis. Then

1

S(T )

∑
E∈C

ωT (E)r(E) ≤ 2 + o(1),

as T →∞, where r(E) is the analytic rank of E.

The definition of average rank here is slightly different than the definition in
the paper of Brumer.
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Chapter 5

Modular forms

This section only pretends to be a brief summary of the basic aspects of modular
forms that we are going to use, so though there are many important things to say
about modular forms and modular curves, we will just focus on the few things that
we will need for our purposes.

5.1 Definitions and first examples

Definition 5.1.1. We call modular group to the group formed by the invertible
matrices 2× 2 with coefficients in Z and such that its determinant is 1:

SL2(Z) =
{(a b

c d

)
: a, b, c, d ∈ Z, ad− bc = 1

}
.

For each matrix, γ =

(
a b
c d

)
with γ ∈ SL2(Z) and each element of the extended

complex plane, τ ∈ Ĉ, we define

γ(τ) =
aτ + b

cτ + d
,

where for c 6= 0 then γ(−d/c) =∞ and γ(∞) = a/c, while if c = 0 then γ(∞) =∞.

Consider the upper halfplane,

H =
{
τ ∈ C : Im(τ) > 0

}
.

Next we are going to show two technical lemmas that will be used throughout all
the section.

Lemma 5.1.2. For each τ ∈ H and each γ ∈ SL2(Z) we have that γ(τ) ∈ H.
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Proof. Given τ = x+ iy with y > 0,

γ(τ) =
aτ + b

cτ + d
=
ac |τ |2 + bd+ adτ + bcτ

|cτ + d|2

=
ac |τ |2 + bd+ (ad+ bc)x+ iy(ad− bc)

|cτ + d|2

=
ac |τ |2 + bd+ (ad+ bc)x

|cτ + d|2
+

iy

|cτ + d|2
,

where in the last step we have used that det(γ) = 1, and therefore

Im(γ(τ)) =
Im(τ)

|cτ + d|2
> 0, (5.1.1)

which implies that γ(τ) ∈ H.

Lemma 5.1.3. If γ, γ′ ∈ SL2(Z) and τ ∈ H then

(γγ′)(τ) = γ(γ′(τ)).

Definition 5.1.4. Let k ∈ N. A meromorphic function in the upper halfplane,
f : H → C is weakly modular of weight k if:

f(γ(τ)) = (cτ + d)kf(τ)

for all matrix γ =

(
a b
c d

)
∈ SL2(Z), τ ∈ H.

Lemma 5.1.2 implies that f(γ(τ)) makes sense because f is a function defined
in H. Thus weakly modular functions of weight k satisfiy that

f(τ + 1) = f(τ), f(−1/τ) = τkf(τ).

By the periodicity of f , using complex analysis arguments, it is not hard to see
that there exists a holomorphic function

g : D\{0} → C

such that for all τ ∈ H,

g(e2πiτ ) = f(τ).

The function g has a Laurent series

g(q) =
∞∑

n=−∞
anq

n.
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Let q = e2πiτ . Then |q| = e−2πIm(τ) and q → 0 when Im(τ) → ∞. We will say
that f is holomorphic in ∞ if g can be extended in a holomorphic way in 0. This
is equivalent to saying that (by a complex analysis theorem) |g| is bounded in a
neighbourhood of zero. It is also equivalent to the fact that limIm(τ)→∞ f(τ) does
exist, or that in a neighbourhood of ∞, |f | is bounded. Consequently, if g can be

extended in a holomorphic way in 0, g(q) =

∞∑
n=0

anq
n for q ∈ D and thus

f(τ) =
∞∑
n=0

ane
2πiτn.

With all this discussion we are now ready to give the following definition of modular
form.

Definition 5.1.5. Let k ∈ N. We say that f : H → C is a modular form of weight
k if:

i) f is holomorphic in H;

ii) f is weakly modular of weight k.

iii) f is holomorphic at ∞.

The set of modular forms of weight k is denoted byMk(SL2(Z)), and it can be
proven that it is a vectorial space. Next, we will introduce a new definition related
to the previous ones.

Definition 5.1.6. A cusp form of weight k is a modular form of weight k with 0
as the first term of the Fourier expansion. In other words, if

f(τ) =
∞∑
n=0

anq
n

with q = e2πiτ then a0 = 0. The set of cusp forms of weight k is denoted by
Sk(SL2(Z)).

Definition 5.1.7. We will call principal congruent subgroup of level N to

Γ(N) =
{(a b

c d

)
∈ SL2(Z) :

(
a b
c d

)
≡
(

1 0
0 1

)
mod N

}
.

Consider the homomorphism SL2(Z)→SL2(Z/NZ) defined taking classes mod-
ulo N . Applying the First Isomorphism Theorem we obtain that, as the kernel of
that isomorphism is precisely Γ(N) (which in turn implies that Γ(N) is normal),

SL2(Z)/Γ(N) ' SL2(Z/NZ). (5.1.2)
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Definition 5.1.8. We say that the subgroup Γ ⊂ SL2(Z) is a congruent subgroup
if there exists some N ∈ N with Γ(N) ⊂ Γ.

Some of the most common subgroups are:

Γ0(N) =
{(a b

c d

)
∈ SL2(Z) :

(
a b
c d

)
≡
(
∗ ∗
0 ∗

)
mod N

}
,

or

Γ1(N) =
{(a b

c d

)
∈ SL2(Z) :

(
a b
c d

)
≡
(

1 ∗
0 1

)
mod N

}
.

Obviously both subgroups contain Γ(N), and besides this, again considering some
natural functions and using the first Isomorphism Theorem, we obtain some inter-
esting relations among these subgroups:

Γ1(N)→ Z/NZ,
(
a b
c d

)
→ b mod N

is obviously surjective and has kernel Γ(N).

Γ0(N)→ (Z/NZ)∗,

(
a b
c d

)
→ d mod N

is also surjective and has kernel Γ1(N). In this way we obtain that

Γ1(N)/Γ(N) ' Z/NZ

and
Γ0(N)/Γ1(N) ' (Z/NZ)∗.

Definition 5.1.9. For each matrix γ ∈ SL2(Z), γ =

(
a b
c d

)
, the function

j(γ, τ) = cτ + d

is an automorphic factor. Define the operator of weight k that acts over meromor-
phic functions in H as

(f [γ]k)(τ) = j(γ, τ)−kf(γ(τ)), τ ∈ H.

Finally, we say that f is weakly modular of weight k with respect to Γ if f is a
meromorphic function in H and satisfies that

f [γ]k = f

for all γ ∈ Γ.

This last definition is a generalization of the weak modularity of weight k (def-
inition 5.1.4). The next lemma lists some of the properties of this operator:
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Lemma 5.1.10. Given γ, γ′ ∈ SL2(Z) and τ ∈ H,

i) j(γγ′, τ) = j(γ, γ′(τ))j(γ′, τ),

ii) [γγ′]k = [γ]k[γ
′]k,

Going back to the congruent subgroup, we take the smaller h ∈ N that verifies

that

(
1 h
0 1

)
∈ Γ. Such h exists because for some N ∈ N, Γ(N) ⊂ Γ so

(
1 N
0 1

)
∈

Γ(N) ⊂ Γ.

Therefore, we have that given Γ, if f is weakly modular of weight k then f
is h-periodic. Using a similar reasoning to the one we used for modular forms of
weight k, there exists a function g : D\{0} → C which is holomorphic in the disc
minus the origin and such that f(τ) = g(e2πiτ/h). We will say that f is holomorphic
in ∞ if g can be extended in a holomorphic way in 0, or equivalently, if

f(τ) =
∑
n=0

ane
2πiτ/h.

The following definition is a generalization of modular forms.

Definition 5.1.11. Let Γ be a congruent subgroup of SL2(Z). We will say that a
function f : H → C is a modular form of weight k with respect to Γ if

i) f is holomorphic in H.

ii) f is weakly modular of weight k with respect to Γ.

iii) f [α]k is holomorphic at ∞ for all α ∈ SL2(Z).

If besides this, a0 = 0 in the Fourier expansion of f [α]k for all α ∈ SL2(Z), then f
is a cusp form of weight k with respect to Γ. The space of modular forms of weight
k with respect to Γ, which is again a vectorial space, is denoted byMk(Γ), and the
space of cusp forms, Sk(Γ).

5.2 Hecke operators

In this subsection we will briefly introduce the Hecke operators. In the last subsec-
tion we saw that

Γ0(N)/Γ1(N) ∼= (Z/NZ)∗,

and so Γ1(N) is normal in Γ0(N).

Thus given d ∈ (Z/NZ)∗, for any representative d of d, there exists α ∈ Γ0(N)
such that

α =

(
a b
c d

)
,
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and for

α′ =

(
a′ b′

c′ d′

)
with

d ≡ d′ mod N,

then α1 = α′α−1 ∈ Γ1(N). Define

< d >: Mk(Γ1(N))→Mk(Γ1(N))

by

< d > (f) = f [α]k,

Then

f [α′]k = f [α1α]k = f [α1]k[α]k = f [α]k,

hence < d > (f) does not depend on the election of α. By normality, given any
α′1 ∈ Γ1(N), there exists α′1 ∈ Γ1(N) such that

αα′1 = α′′1α,

and thus

f [α]k[α
′
1]k = f [αα′1]k = f [α′′1α]k = f [α′′1]k[α]k = f [α]k,

so

< d > (f) ∈Mk(Γ1(N)).

Therefore, this Hecke operator is well defined. In fact, we have defined it for any
number d with the property (d,N) = 1. This operator can be extended to all Z.

In a similar way, for β ∈ GL2(Q) we define the weight-k operator on functions
f : H → C as

(f [β]k)(τ) = (detβ)k−1j(β, τ)−kf(β(τ)),

with τ ∈ H. This definition is an extension of the definition we had for matrices in
SL2(Z).

Definition 5.2.1. Let Γ1,Γ2 be congruence subgroups of SL2(Z) and α ∈ GL2(Q).
For f ∈Mk(Γ1) we define the weight-k Γ1αΓ2 operator

[Γ1αΓ2] :Mk(Γ1)→Mk(Γ2)

as

f [Γ1αΓ2]k =
∑
j

f [βj ]k,

where {βj} are the orbit representatives of Γ1αΓ2, so Γ1αΓ2 =
⋃
j Γ1βj .
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Of course there are some things to be checked, for example the fact that
f [Γ1αΓ2]k ∈Mk(Γ2).

Next, let p a prime number and N a positive integer. We define Tp as

Tp :Mk(Γ1(N))→Mk(Γ1(N)),

where

Tpf = f [Γ1(N)

(
1 0
0 p

)
Γ1(N)]k.

In a similar way as before, the definition of Tp can be extended to all integers.

Definition 5.2.2. A nonzero modular form f ∈Mk(Γ1(N)) that is an eigenvector
for all the Hecke operators Tn and < n > with n ∈ Z+ is a Hecke eigenform. For

f(τ) =
∑
n

anq
n,

where q = e2πiτ , we say that f is normalized if a1 = 1, and we say that f is a
newform of conductor N when it is a normalized eigenform in Sk(Γ1(N))new.

The vector space Sk(Γ1(N))new is a subspace of Sk(Γ1(N)) whose definition
involves an inner product (Petterson inner product) that we are not going to define.

Note that Γ1(N) ⊂ Γ0(N), so Sk(Γ0(N)) ⊂ Sk(Γ1(N)) and the same with
modular forms, hence all the operators we are defining act on Mk(Γ0(N)).

5.3 L-functions and Modularity

Definition 5.3.1. Let N an integer. We define the character 1N as

1N (n) = 1 if (N,n) = 1

and

1N (n) = 0 if (N,n) > 1.

Proposition 5.3.2. Let f ∈ S2(Γ0(N)) be a newform. Then it has an associated
L-function that has the following expression

L(s, f) =

∞∑
n=1

an(f)n−s =
∏
p

(1− ap(f)p−s + 1N (p)p1−2s)−1.

Note that this expression is very similar to the L-functions of the elliptic curves.
Now we are ready to define the concept of modularity.
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Definition 5.3.3. Let E/Q an elliptic curve of conductor NE . We say that E is
modular if there exists a newform f ∈ S2(Γ0(NE)) such that

L(s, f) = L(s, E),

where L(s, E) is the L-function of the elliptic curve we defined in the last section.

There are more equivalent definitions. We will mention one of them in the
following section.

We saw in the previous section that the condition for an elliptic curve of being
modular provides it with some important consequences, such as for example the
analytic continuation of its L-function that was mentioned in Conjecture 4.2.6.
Thus one of the main important questions that arise naturally is under which
hypothesis an elliptic curve is modular. One of the first affirmative answer to this
question supposed the key left to prove Fermat’s Last Theorem.

Theorem 5.3.4. (Wiles, 1995) Every semistable elliptic curve over Q is modular.

The proof of this theorem can be found in [47]. We will discuss more about it
later on. Finally, on 2001, C.Breuil, B.Conrad, F.Diamond and R.Taylor proved
modularity for all elliptic curves.

Theorem 5.3.5. (2001) Let E/Q be an elliptic curve. Then, E is modular.

The proof of this theorem can be found in [4]. As we saw in the previous
section, Conjectures 4.2.6 and 4.2.7 were true for modular elliptic curves over Q,
so the modularity theorem implies that those conjectures are true for all elliptic
curves over the rationals.

Corollary 5.3.6. Let E/Q be an elliptic curve. Then its L-function and the func-
tion ξE of Conjecture 4.2.7 in the previous chapter are defined in all the complex
plane. Furthermore, the functional equation

ξE(s) = wξE(2− s)

holds for all elliptic curves over Q.
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Chapter 6

Galois representations

Let E/K be an elliptic curve and p a prime number. Consider the group G =
Gal(K/K) and the group E[p]. We saw in the second chapter that for σ ∈ G then
when Q ∈ E(K),

σ([p]Q) = [p]σ(Q),

hence in particular if Q ∈ E[p], σ(Q) ∈ E[p]. Furthermore,

σ : E[p]→ E[p]

is an homomorphism of groups (because σ is a homomorphism of groups in E(K)),
and σ−1 is its inverse, so σ is in fact an isomorphism of groups.

Using Corollary 2.2.19 we have that (under the hypothesis that char(K) = 0 or
(char(K), p) = 1) E[p] is a free module of rank 2 over Z/pZ. In fact, as Z/pZ = Fp
is a field, E[p] is a 2 dimensional vector space over Fp. Let P,Q be a basis of E[p].
Then, since σ is an isomorphism, σ(P ), σ(Q) is another basis of E[p]. Therefore,

σ(P ) = a1P + a2Q,

σ(Q) = b1P + b2Q,

with a1, a2, b1, b2 ∈ Fp, and if P ′ = (a′, b′) (expressed with coordinates in the basis
P,Q) then

σ(P ′) =

(
a1 b1
a2 b2

)(
a′

b′

)
.

The matrix ρE,p(σ) =

(
a1 b1
a2 b2

)
is invertible because σ is an isomorphism, and (or)

because {σ(P ), σ(Q)} is a basis of E[p]. Thus we have created an aplication

ρE,p : Gal(K/K)→ GL2(Fp)

defined by

ρE,p(σ) =

(
a1 b1
a2 b2

)
.
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In fact, this application is a homomorphism. It is also called a representation (mod
p).

On the other way, Gal(K/K) acts over the Tate module Tp(E), because if
(P0, P1, ..., Pn, ...) ∈ Tp(E) then

[p]σ(Pn+1) = σ([p]Pn+1) = σ(Pn),

so

(σ(P0), σ(P1), ..., σ(Pn), ...) ∈ Tp(E).

Therefore, we could define

σ : Tp(E)→ Tp(E),

which will be again an isomorphism. Since Tp(E) is a free module of rank 2 over
Zp, then in a similar way, taking a basis P,Q,

σ(P ) = a1P + a2Q,

σ(Q) = b1P + b2P,

with a1, a2, b1, b2 ∈ Zp. For P ′ = (a′, b′) (expressed with coordinates in the basis
P,Q),

σ(P ′) =

(
a1 b1
a2 b2

)(
a′

b′

)
.

The matrix ρE,p(σ) =

(
a1 b1
a2 b2

)
is again invertible because σ is an isomorphism,

so we have obtained another aplication

ρE,p : Gal(K/K)→ GL2(Zp)

defined by

ρE,p(σ) =

(
a1 b1
a2 b2

)
,

which is in fact an homomorphism.

One of the main problems that arise naturally is to determine the possible
images of this application, and over the last decades, the study of these images
under certain hypothesis has been a tool to solve open problems in Number Theory.

6.1 Subgroups of GL2(Fp).

In what follows we are going to make a classification of the possible subgroups of
GL2(Fp) in order to have a better idea about what could be the possible image of
ρE,p.
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Definition 6.1.1. A Borel subgroup of GL2(Fp) is any subroup which is con-
jugate to the subgroup of the non-singular upper triangular matrices, that is, any
subroup of the form {

P

(
a b
0 c

)
P−1, a, b, c ∈ Fp : ac 6= 0

}
with P an arbitrary matrix in GL2(Fp).

In other words, each Borel subgroup is completely determined by the one-
dimensional subspace that each of the elements of the subgroup fixes (the eigenspace).

Definition 6.1.2. A half Borel subgroup is any subgroup of the form{
P

(
a b
0 1

)
P−1, a, b ∈ Fp : a 6= 0

}
with P an arbitrary matrix in ∈ GL2(Fp). It is obviously contained in a Borel
subgroup and it has order p(p− 1).

Definition 6.1.3. A quasi-half Borel subgroup is any subgroup generated by

P

(
x b
0 1

)
P−1,

where P is an arbitrary matrix in ∈ GL2(Fp), x generates F∗p and b ∈ Fp.

Other subgroups that appear naturally are the Cartan subgroups. There are in
fact two types of them.

Definition 6.1.4. A split Cartan subgroup is a conjugate of any non-singular
diagonal matrix, so it is of the form{

P

(
a 0
0 b

)
P−1, a, b ∈ Fp : ab 6= 0

}
with P an arbitrary matrix in ∈ GL2(Fp).

Again, each subgroup is completely determined by the two one-dimensional
spaces that each of the elements of the subgroup fixes. In fact, each subgroup is
isomorphic to F∗p × F∗p with the isomorphism given by

P

(
xe 0
0 xf

)
P−1 → (xe, xf ),

where x is the generator of the multiplicative group of Fp. Thus, each split Cartan
subroup has order (p − 1)2. In a similar way as with the Borel subgroup, we have
the following subgroup of a Cartan subgroup.
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Definition 6.1.5. A half split Cartan subgroup is any subgroup which can be
expressed as follows:

{
P

(
a 0
0 1

)
P−1, a ∈ Fp : a 6= 0

}
or {

P

(
1 0
0 b

)
P−1, b ∈ Fp : b 6= 0

}
,

with P an arbitrary matrix in ∈ GL2(Fp). All subgroups of this type are isomorphic
to F∗p, so they are cyclic of order p − 1, and they are thus the subgroups that fix
one of the vectors of the basis and fix the other eigenspace (but not necessarily the
eigenvector).

Consider Fp2 the field of p2 elements, which is a quadratic extension of Fp, and
Gal(Fp2/Fp) = {Id, φ} with φ(x) = xp. Consider the vector space V = F2

p2 and for
each one-dimensional subspace

W =< (a, b) >

with a, b ∈ Fp2 , we take the conjugate W ′ =< (φ(a), φ(b)) >.

Definition 6.1.6. A non-split Cartan subgroup is the subgroup of the matrices
which fix any one-dimensional subspaceW of F2

p2 that can’t be generated by a vector

of F2
p. Therefore, the elements of the subgroup fix W ′. Thus, it is of the form

{
P

(
λ 0
0 φ(λ)

)
P−1, λ ∈ Fp2 : λ 6= 0

}
with

P =

(
a φ(a)
b φ(b)

)
,

where a, b ∈ Fp2 and the subspace < (a, b) > in V cannot be generated by a vector
of F2

p. This last condition ensures that P is non-singular because neither a nor b
can’t then be 0, and if aφ(b) = bφ(a) then

φ(ba−1) = ba−1,

which implies that ba−1 ∈ Fp. Consequently, k ∈ Fp, b = ka, so

< (a, b) >=< (a, ak) >=< (1, k) >,

which is a contradiction. Furthermore, as φ2 = Id,
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φ
(
P

(
λ 0
0 φ(λ)

)
P−1

)
= φ

((a φ(a)
b φ(b)

)(
λ 0
0 φ(λ)

)
1

aφ(b)− bφ(a)

(
φ(b) −φ(a)
−b a

))
=

(
φ(a) a
φ(b) b

)(
φ(λ) 0

0 λ

)
1

aφ(b)− bφ(a)

(
−b a
φ(b) −φ(a)

)
=

1

aφ(b)− bφ(a)

(
φ(a) a
φ(b) b

)(
−φ(λ)b φ(λ)a
λφ(b) −λφ(a)

)
=

1

aφ(b)− bφ(a)

(
a φ(a)
b φ(b)

)(
λφ(b) −λφ(a)
−bφ(λ) φ(λ)a

)
= P

(
λ 0
0 φ(λ)

)
P−1,

which means that P

(
λ 0
0 φ(λ)

)
P−1 ∈ GL2(Fp)

This implies that indeed if we fix a one dimensional subspace of V and define
the subgroup of matrices which fix that subspace and its conjugate, then all of them
lie in GL2(Fp) (instead of just lying in GL2(Fp2)).

Furthermore, each subgroup is isomorphic to F∗p2 with isomorphism given by

P

(
λ 0
0 φ(λ)

)
P−1 =⇒ λ,

so each non-split Cartan subgroup is cyclic of order p2 − 1.

Besides this, consider the normalizer NH of each Cartan subgroup H (split and
non-split). Let W,W ′ be the subspaces which are fixed by H and g ∈ NH , and
U = g(W ), U ′ = g(W ′). Then for any h ∈ H,

ghg−1(U) = ghg−1g(W ) = gh(W ) = g(W ) = U,

and
ghg−1(U ′) = ghg−1g(W ′) = gh(W ′) = g(W ′) = U ′.

Thus ghg−1 will be in H if and only if it fixes W and W ′. Since ghg−1 can only fix
two subspaces, either g(W ) = U = W and g(W ′) = U ′ = W ′ or g(W ′) = U ′ = W
and g(W ) = U = W ′. The first case would correspond to the case when g ∈ H
and the second one would correspond to a matrix that exchanges both subspaces.
Anyway, if g ∈ NH and g /∈ H then gH are the elements of NH which does not
belong to H, because for each g′ /∈ H, g−1g′ fixes W and W ′. This implies that for
all Cartan subgroups H,

[NH : H] = 2.
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We also define PGL2(Fp) as GL2(Fp)/F∗p, which means that we identify the
matrices that differ by a constant scalar. Consider the natural homomorphism

ϕ : GL2(Fp)→ GL2(Fp)/F∗p,

which consists on taking classes. The following theorem will give us a classification
of the possible subgroups of GL2(Fp). It is due to Dickson [11]. However, this proof
is based on the few ideas gaven in [24].

Theorem 6.1.7. Let G be a subgroup of GL2(Fp). Then if the order of G is
divisible by p, either G is contained in a Borel subgroup or G contains SL2(Fp)
(which are the matrices with determinant 1). Suppose the order of G is prime to
p. Denoting H as the image of G in PGL2(Fp),

• i) H is cyclic and G is contained in a Cartan subgroup.

• ii) H is dihedral and G is contained in the normalizer of a Cartan subgroup
but not in the Cartan subgroup.

• iii) H is isomorphic to either A4, S4 or A5, where Sn is the permutation group
and An is the alternating group.

In ii), p 6= 2 and in iii), p cannot be 2 or 3 in the first and second case, and
cannot be 2, 3 or 5 in the third one.

Proof. First of all, suppose p divides the order of G. Choose σ to be an element of
order exactly p (we can do that by Sylow theorems). We write σ in its Jordan form,
and if the matrix was diagonalizable, taking the base formed by its eigenvectors,

σ =

(
a 0
0 b

)
,

and ap = bp = 1, but the polynomial f(x) = xp − 1 = (x − 1)p has just one
(multiple) root in Fp, so a = b = 1, which contradicts the fact that the order of σ
is p. Similarly, if σ is not diagonalizable, then the elements of its diagonal must be
1 by the same reasoning, hence

σ =

(
1 b
0 1

)
.

The order of that matrix, provided that b 6= 0, is p. Therefore, σ fixes one single
one-dimensional subspace W . If all the elements of G fixed that subspace then G
would be contained in a Borel subgroup. If not, let σ1 be an element of G which does
not fix W . Then, σ1σσ

−1
1 has order p because conjugation is an isomorphism, so it

preserves the order. Let W ′ = σ1(W ). Then W ′ is different to W by hypothesis,
and

σ1σσ
−1
1 (W ′) = σ1σσ

−1
1 σ1(W ) = σ1σ(W ) = σ1(W ) = W ′.
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Therefore, taking the basis W,W ′ and writing both linear applications as matrices
over that basis, since σ1σσ

−1
1 preserves W ′,

σ1σσ
−1
1 =

(
a′ 0
c′ d′

)
.

The matrix σ1σσ
−1
1 has order p, hence by the same reasoning as before, a′ = 1 = d′.

Consequently,

σ1σσ
−1
1 =

(
1 0
c 1

)
.

To conclude this case it suffices to prove that σ and σ1σσ
−1
1 generate SL2(Fp).

Since both of them lie in G, then we would have that SL2(Fp) ⊂ G. In other
words, we have to prove that if T =< σ, σ1σσ

−1
1 > then T = SL2(Fp). Obviously,

T ⊂ SL2(Fp) because both elements have determinant 1. First of all,

(σ1σσ
−1
1 )n =

(
1 0
nc 1

)
.

Since the order of σ1σσ
−1
1 is p, then c 6= 0, hence T contains all the lower triangular

matrices with ones on their diagonals. In a similar way, it also contains all the
upper triangular matrices with ones on their diagonals.

Take any matrix M =

(
a b
c d

)
∈ SL2(Fp), and suppose that a 6= 0. The matrix

T0 =

(
1 0

−ca−1 1

)
lies in T , and

T0M =

(
1 0

−ca−1 1

)(
a b
c d

)
=

(
a b
0 a−1

)
,

because this last matrix must have determinant 1. The matrix

T1 =

(
0 a
−a−1 1

)
=

(
1 a
0 1

)(
1 0
−a−1 1

)
belongs to T because it is a product of elements of T . Then,

T1T0M =

(
0 a
−a−1 1

)(
a b
0 a−1

)
=

(
0 1
−1 −a−1b+ a−1

)
.

Let c′ = −a−1b+ a−1, and take T2 =

(
1 c′ − 1
0 1

)
∈ T . We have that

T1T0MT2 =

(
0 1
−1 c′

)(
1 c′ − 1
0 1

)
=

(
0 1
−1 1

)
,
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and this last matrix belongs to T because it is a product of matrices of T :(
0 1
−1 1

)
=

(
1 1
0 1

)(
1 0
−1 1

)
.

Therefore, for T3 =

(
0 1
−1 1

)
, T3 ∈ T and M = T−1

0 T−1
1 T3T

−1
2 ∈ T, as we wished

to prove.

Suppose a = 0. Then M =

(
0 b
−b−1 d

)
because M must have determinant 1.

The matrix T4 =

(
1 b(d− 1)
0 1

)
lies in T , and

MT4 =

(
0 b
−b−1 d

)(
1 b(d− 1)
0 1

)
=

(
0 b
−b−1 1

)
.

Therefore, MT4 lies in T because

T5 =

(
0 b
−b−1 1

)
=

(
1 b
0 1

)(
1 0
−b−1 1

)
,

which is a product of matrices of T. Consequently, MT4 = T5, so M = T5T
−1
4 ∈ T,

as we wished to prove. Hence we have shown that T = SL2(Fp) and therefore
SL2(Fp) ⊂ G.

Suppose that the order of G is prime to p. Then, the order of H, which is the
image of G in PGL2(Fp) is also prime to p. Therefore, for σ ∈ H with σ ∈ G, we
write the Jordan form of σ. If it is not diagonalizable then its eigenvalues must be
in Fp because the eigenvalues are conjugate to each other. Hence taking classes we
can suppose that both of them are 1, thus the order of σ would be 1 or p, which is
a contradiction. Consequently, σ is diagonalizable. In fact, if two elements σ1, σ2

have just one eigenvector in common, they have both of them in common, because
if not,

σ1 =

(
a 0
0 d

)
and

σ2 =

(
b c
0 e

)
,

with a 6= d because if not they would have more than just one eigenvector in
common, and a 6= 0. Compute

σ−1
1 σ−1

2 σ1σ2 =

(
1 b−1c(1− a−1d)
0 1

)
.

This last element lies in G and has order p because 1 − a−1d 6= 0, which is a
contradiction.
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The set of the eigenvectors of the elements of H is of course a finite set because
Fp2 is finite. Let ξ1, ..., ξv be the representatives of the orbits of them under the
action of H. For each i = 1, ..., v, denote Mi as the set of elements in H that fix
ξi. Then Mi is clearly a subgroup of H and we have a biyective correspondence
between elements of H/Mi and elements in the set Hξi. Let µi = |Mi|. Obviously
µi > 1 and denoting h = |H|,

h/µi = |H/Mi| = |Hξi|.

Furthermore, if we count the pairs formed by a non-trivial element of H and
one of its eigenvectors then we will count each element of H twice, so that number
would be 2(h − 1). On the other hand, for each vector in the coset Hξi, there are
exactly µi − 1 non-trivial elements that fix it. This is because for h ∈ H, any
element of the group hMih

−1 fixes hξi since for mi ∈Mi then

hmih
−1(hξi) = hmi(ξi) = hξi.

Suppose g fixes hξi. Then

h−1gh(ξi) = h−1h(ξi) = ξi,

hence g ∈ hMih
−1 and therefore the subgroup of H which fixes hξi is exactly

hMih
−1. Consequently, it has cardinality µi, and therefore there are µi − 1 non-

trivial elements that fix hξi. Hence since every eigenvector is on some class (we have
made a partition), then adding the number of (non-trivial) elements of H which
have them as an eigenvector will give us 2(h− 1). Therefore, we have the formula

2(h− 1) =
v∑
i=1

h

µi
(µi − 1),

which can also be written as

2(1− h−1) =

v∑
i=1

(1− µ−1
i ).

Of course, 1 < µi ≤ h because µi is the cardinality of a subgroup of H, and in
fact µi|h. We are going to show now that there are not many possibilities for this
equation to occur.

First of all, if v = 1 then

2(1− h−1) = 1− µ−1,

hence
1 + µ−1 = 2h−1

and
1 + h−1 ≤ 1 + µ−1 = 2h−1.
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Therefore h ≤ 1, which implies that h = 1 and so G will be a subgroup of the
matrices of the form {(λ 0

0 λ

)
: λ ∈ F∗p

}
,

which is cyclic because it is isomorphic to F∗p. Consequently, G would also be cyclic
and contained in a Cartan subgroup.

If v = 2 then
2h−1 = µ−1

1 + µ−1
2 .

By the estimation 1 < µi ≤ h we have that

2h−1 = µ−1
1 + µ−1

2 ≥ h−1 + h−1,

hence we have an equality and so µ1 = h = µ2.

Suppose v ≥ 4. Since µi ≥ 2,

2− 2h−1 =
v∑
i=1

(1− µ−1
i ) ≥

v∑
i=1

(1/2) = v/2 ≥ 2,

that would imply that h ≤ 0, which is a contradiction.

For the case v = 3, then if none of the µi was 2,

2− 2h−1 = 1− µ−1
1 + 1− µ−1

2 + 1− µ−1
3 ≥ 1− 1/3 + 1− 1/3 + 1− 1/3 = 2,

which implies that h ≤ 0, which is again a contradiction. Then, at least one of
them must be 2. Suppose two of them are 2. Then

2− 2h−1 = 1/2 + 1/2 + 1− µ−1
3 ,

so
2h−1 = µ−1

3 ,

which implies that µ3 = h/2, which can only happen when h is even.

Suppose only one of them is 2. Then another one must be 3. Else,

2− 2h−1 = 1/2 + 1− µ−1
2 + 1− µ−1

3 ≥ 1/2 + 3/4 + 3/4 = 2,

which is a contradiction. Therefore, the only cases that remain to check are the
cases in which one of them is 2, and another one is 3. If the third one verifies µ3 ≥ 6
then

2− 2h−1 = 1/2 + 2/3 + 1− µ−1
3 ≥ 1/2 + 2/3 + 5/6 = 2,

which is a contradiction. Thus µ3 can only be 3, 4 or 5. For µ3 = 3, h = 12; for
µ3 = 4, h = 24; and for µ3 = 5, h = 60 (note that in all of them µ3 is a divisor of
h). Summarizing, we only have the following possibilities:

• i) v = 2, and µ1 = µ2 = h.
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• ii) v = 3, h is even and µ1 = µ2 = 2, µ3 = h/2.

• iii) v = 3, h = 12, µ1 = 2, µ2 = 3 and µ3 = 3.

• iv) v = 3, h = 24, µ1 = 2, µ2 = 3 and µ3 = 4.

• v) v = 3, h = 60, µ1 = 2, µ2 = 3 and µ3 = 5.

Now, let’s examine each case:

• i) For the first one, since all the elements of H fix the two eigenvectors, all
the elements of G will also have the same eigenvectors. Therefore, G lies in a
Cartan subgroup, and H is cyclic because the image of any Cartan subgroup
in PGL2(Fp) is {(1 0

0 x

)
, x ∈ F∗p

}
in the case of the split Cartan subgroup. This is because as the matrices of

the form

(
λ 0
0 λ

)
are the identity in PGL2(Fp), we can suppose that the first

element is 1. In the case of the non-split Cartan subgroup,{(x 0
0 φ(x)

)
, x, y ∈ F∗p2

}
.

Hence in the first case the image of the Cartan subgroup would be isomorphic
to F∗p, which is cyclic. Therefore H would also be cyclic because it would be
a subgroup of a cyclic group. In the second case, since the non-split Cartan
subgroups are cyclic, their subgroups are also cyclic. The image under a
homomorphism of a cyclic subgroup is again cyclic, thus in both cases H
would be cyclic.

• ii) In this case, half the elements of H fix the eigenvector ξ3. Consequently, as
we saw previously, these elements form a subgroup H0 of H, and all of them
have the same eigenvectors and fix the same subspaces W and W ′. In fact, if
h /∈ H0 then h2 ∈ H0 because H0 has index 2 in H, hence

h(h(W )) = W

and
h ◦ h(h(W )) = h(W ),

which means that h ◦ h fixes W and h(W ), so W ′ = h(W ) and h(W ′) = W.
As we saw in the previous case, H is cyclic and the inverse image of H0 in G,
that is, ϕ−1(H0)∩G, is contained in a Cartan subgroup G′. The inverse image
in G of the elements in H −H0 lie in the normalizer of the Cartan subgroup
because if h0 /∈ H0 with g = ϕ−1(h0), g ∈ G and h ∈ G with ϕ(h) ∈ H then

ghg−1g(W ) = gh(W ) = g(W )

129



and
ghg−1(W ) = gh(W ′) = g(W ′) = W.

Hence ghg−1 fixes W and g(W ) = W ′, which implies that ghg−1 ∈ G′. Fur-
thermore, g /∈ G′ because g does not fix W. Therefore, G is contained in the
normalizer of a Cartan subgroup but is not contained in the Cartan subgroup,
as we wished to prove.

• iii) For this case, the orbit of ξ3 contains 12/3 = 4 elements {v1, v2, v3, v4}.
Since each element of H is invertible, it permutes the eigenspaces, so there is
a natural group homomorphism

ρ : H → S4

that assigns to each element of H the permutation of the subspaces that it
induces. As each non-trivial matrix fixes only two eigenspaces then the kernel
of that application is trivial, hence the homomorphism is inyective. Thus it
suffices to prove that the image under that homomorphism is precisely A4.

In order to do that, {v1, v2, v3, v4} can be written as

{ξ, h1ξ, h2ξ, h3ξ},

where h1, h2, h3 ∈ H and all the eigenspaces are different. The order of the
subgroup A ⊂ H that fixes ξ is 3, so it is a cyclic subgroup generated by an
element of order 3,

A =< σ > .

Consider the subgroup
h1 < σ > h−1

1 .

Then it has order 3 and

h1 < σ > h−1
1 (h1(ξ)) = h1 < σ > (ξ) = h1(ξ),

so it fixes h1ξ. Furthermore,

(h1 < σ > h−1
1 )∩ < σ >= {e}

because if that intersection was not trivial, it would have order 3 and therefore
both subgroups should be equal, but that cannot happen because σ would
fix ξ and h1ξ. The image ρ(σ) then would be either the identity (which is
not possible as the order of σ is 3) or a transposition, which has order 2.
Similarly,

(h1 < σ > h−1
1 )

⋂
(h2 < σ > h−1

2 ) = {e},

(h1 < σ > h−1
1 )

⋂
(h3 < σ > h−1

3 ) = {e},

(h2 < σ > h−1
2 )

⋂
(h3 < σ > h−1

3 ) = {e},
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< σ >
⋂

(h2 < σ > h−1
2 ) = {e}

and
< σ >

⋂
(h3 < σ > h−1

3 ) = {e}

because if not each of the elements of the groups would fix two elements,
which is impossible as they have order 3. Since each of the four subgroups
hi < σ > h−1

i has order 3 and they have trivial intersection, we have that H
contains 4× 2 = 8 elements of order 3.

S4 is formed by the identity, single transpositions, 3− cycles, 4-cycles and
elements of the form

(a b)(c d),

where all the numbers a, b, c, d are different from each other. Thus the only
elements of order 3 are the 3-cycles, and in fact there are just 4×3×2

3 = 8 3-
cycles, so ρ(H) (which is isomorphic to H) contains all the 3-cycles. Suppose
ρ(H) contained any odd permutation σ′. Then if T is the set of 3-cycles,

σ′(T )
⋂
T =

{
σ′t : t ∈ T

}⋂
T = ∅

because the permutations of σ′(T ) are odd and the permutations of T are
even. Therefore,

|ρ(H)| ≥ 16,

which is a contradiction, hence

ρ(H) ⊂ A4

and as |ρ(H)| = 12,
ρ(H) = A4.

• iv) In this case we have 8 elements in the orbit of ξ2, thus they can be written
as

{ξ, h1ξ, h2ξ, ..., h7ξ}

with h1, ..., h7 ∈ H. Again, let A =< σ > be the subgroup of order 3 that
fixes ξ. Since each element of H is invertible, it permutes the eigenspaces, so
there is a natural homomorphism

ρ : H → S8

that assigns to each element of H the permutation of the subspaces that it
induces. As each non-trivial matrix fixes only two eigenspaces then the kernel
of that application is trivial, hence the homomorphism is inyective. For each
hi with i = 1, ..., 7, hiσh

−1
i has order 3. Thus when writting them as a product

of disjoint cycles, there can only be disjoint 3-cycles (either one or two of
them). Therefore, each element will fix two eigenspaces of the orbit of ξ2,
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hence rearranging the elements we can suppose that (ξ, h1ξ) are eigenvectors
of < σ > and h1 < σ > h−1

1 , (h2ξ, h3ξ) are eigenvectors of h2 < σ > h−1
2

and h3 < σ > h−1
3 and so on. We are using here that if two elements have a

common eigenvector then they have two common eigenvectors, and thus the
pairs are unique.

Furthermore, suppose ξ and h1ξ are the eigenspaces which are fixed by σ (and
hence by A). Then, given f ∈ H,

f = hiσ
j

with i = 0, 1, ..., 7 and j = 0, 1, 2, and

hi < σ > h−1
i (f(ξ)) = fσ−j < σ > σjf−1f(ξ) = f(ξ),

and in the same way

hi < σ > h−1
i (f(h1ξ)) = f(h1ξ).

This means that f sends the pair (ξ, h1ξ) to another pair of eigenvectors that
are fixed by two of the conjugates of < σ >. In a similar way, f sends the rest
of the pairs to other pairs, so as f is invertible, f permutes the eigenspaces.
Therefore, there is a natural group homomorphism

ρ′ : H → S4

that assigns to each element of H the corresponding permutation of pairs.
Suppose there was a non-trivial element g such that ρ′(g) = e. Then g would
fix each pair, and it would either fix or exchange the eigenspaces of the pair.
Therefore g2 would fix all the eigenspaces, so g2 = Id. However, g cannot fix
two eigenspaces because if g(hjξ) = hjξ and g(hj+1ξ) = hj+1ξ, then

h−1
j ghj(ξ) = h−1

j (hjξ) = ξ.

Consequently, h−1
j ghj ∈< σ >, but

ord(h−1
j ghj) = 2,

which is a contradiction. Hence g exchanges the eigenspaces of each pair.

From now on we are going to consider the elements of H as elements of S8.
In order to be able to write the permutations properly we assign the number
i + 1 to each hiξ for each i = 0, ..., 7. For each element i we will denote the
other element of its pair as i′. Consider σ, which is an element of order 3, so
it is of the form

(i j k)(i′ j′ k′)
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because it must be a product of disjoint 3-cycles and because σ sends pairs of
eigenspaces to pairs of eigenspaces. Since g corresponds to the permutation

(i i′)(j j′)(k k′)(l l′),

where
{i, l, j, k, i′, l′, j′, k′} = {1, 2, 3, 4, 5, 6, 7, 8},

gσg−1 =
(

(i i′)(j j′)(k k′)(l l′)
)(

(i j k)(i′ j′ k′)
)(

(i i′)(j j′)(k k′)(l l′)
)

= (i j k)(i′ j′ k′),

which means that g and σ conmutes. The order of the element σg must be a
divisor of 6 because

ord(σ) = 3, ord(g) = 2.

As they conmute,
(σg)6 = σ6g6 = e.

However, σg 6= e because σ and g have different order, and

(σg)3 = σ3g3 = g3 = g 6= e,

and in a similar way,
(σg)2 = σ2g2 = σ2 6= e.

Therefore, σg must have order 6 but that cannot be possible because any
of the two eigenvectors of σg would be fixed by at least 6 elements. This is
impossible since the maximun size of a subgroup that fixes an eigenspace is 4
(recall that µ1 = 2, µ2 = 3 and µ3 = 4).

This proves that the kernel of the application

ρ′ : H → S4

is trivial. Since |H| = 24 = |S4|, then ρ′ is an isomorphism and

H ∼= S4,

as we wished to prove.

• v) Note that µ1 = 2, µ2 = 3 and µ3 = 5. Therefore, all the elements of H
must have order 2, 3 or 5 because all the elements of H are conjugate to an
element of the subgroup that fixes either ξ1, ξ2 or ξ3.

To prove this, let σ′ ∈ H and hξj any of the two eigenspaces of it with j either
1, 2, or 3 and h ∈ H. Then,

h−1σ′h(ξj) = h−1h(ξj) = ξj ,
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so h−1σ′h ∈Mi, as we wished to prove.

Hence, the order of the elements of H is a divisor of either µ1, µ2 or µ3, which
are 2, 3 or 5. For each p = 2, 3 or 5, consider any element g of order p. By the
above argument, g must be conjugate to an element of Mi for some i, thus
it must be conjugate to an element with the same order, and therefore there
exists h ∈ H such that

h < g > h−1 = Mi.

We have proven that all cyclic subgroups of order p are conjugate to the cor-
responding Mi. As conjugacy is an equivalence relation, all cyclic subgroups
of the same order are conjugate. This means that if N is a normal subgroup
of H then given a prime p, either N contains all the elements of order p or N
does not contain any element of order p.

Using the Sylow theorems, denoting n5 by the number of 5-Sylow groups,

n5 ≡ 1 mod 5 and n5|12.

Hence n5 can be 6 or 1. Similarly, the number of 3-Sylow groups n3 must
verify

n3 ≡ 1 mod 3 and n3|20,

so n3 can be 1, 4 or 10. The number of 2-Sylow groups n2 must verify

n2 ≡ 1 mod 2 and n2|15.

The intersection of subgroups of order 3 has order either 1 or 3, hence the
intersection of different 3-Sylow subgroups is the neutral element, and the
same happens with 5. Suppose H contains a non-trivial normal subgroup.
Let’s consider the different posibilities:

– n3 = 10 and n5 = 1. Then H would contain 4 elements of order 5, 20
elements of order 3 and 35 elements of order 2. The only possibility for
a normal subgroup would be the subgroup of order 5. But that could
not happen because if M3 =< σ > is normal, then taking h such that
hξ3 is not an eigenspace of σ (which can be done because |H|/µ3 = 12),

hσh−1(hξ3) = h(ξ3),

and hσh−1 would have the same eigenspaces as σ, which is a contradic-
tion.

– n3 = 4 and n5 = 6. Then H would contain 8 elements of order 3, 24
elements of order 5 and 27 of order 2. Consider the sets

A2 =
{
a ∈ H : ord(a) = 2

}
,

A3 =
{
a ∈ H : ord(a) = 3

}
,
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A5 =
{
a ∈ H : ord(a) = 5

}
.

If we add the identity to any of them, that set cannot be a subgroup
because the order would not be a divisor of 60 (it would be 9, 25 and
28). The union of two of the sets has more than 30 elements, so in this
case there cannot be any non-trivial normal subgroup.

– A similar argument as in the first point shows that n3 6= 1.

– The situation n3 = 4 and n5 = 1 cannot happen because n2 ≤ 15, hence
the number of elements of order 2 is bounded by 45, and 45 + 8 + 5 =
58 < 60.

– n3 = 10 and n5 = 6. Then H would contain 24 elements of order 5, 20
elements of order 3 and 15 of order 2. Again,

A2 =
{
a ∈ H : ord(a) = 2

}
,

A3 =
{
a ∈ H : ord(a) = 3

}
,

A5 =
{
a ∈ H : ord(a) = 5

}
,

and if we add the identity to any of them, that set cannot be a subgroup
because the order would not be a divisor of 60. The union of two of
the sets has more than 30 elements, so in this case there cannot be any
non-trivial normal subgroup.

As we have covered all the hypothesis, there cannot be any non-trivial normal
subgroup in H. Therefore, H is simple. The proof ends if we are able to prove
that when H is simple and |H| = 60 then

H ∼= A5.

We will prove it through the following lemma.

Lemma 6.1.8. Let H be a simple group (a group with no non-trivial normal sub-
groups) with |H| = 60. Then,

H ∼= A5.

Proof. We will prove if following some steps.

• Step 1. First of all we will prove that H has a subgroup of order 12. By the
Sylows theorems, using the previous notation,

n2 = 3, 5 or 15,
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n3 = 4 or 10,

n5 = 6.

We have eliminated the cases when those numbers are one because H cannot
have non-trivial normal subgroups.

– Suppose n2 = 5. Then we would have finished because by Sylow theo-
rems if T is a 2-Sylow group,

5 = |H : NH(T )|

so |NH(T )| = 12.

– Suppose n2 = 15. At least two 2-Sylow subgroups must have non-trivial
intersection that will be of order 2 because if not we would have 45
elements of order 2 or 4, and 45+24 > 60. Let L1 and L2 be 2-subgroups
such that

L1 ∩ L2 = {e, g}

with ord(g) = 2. As all groups of order 4 are commutative, then CH(g),
which are the elements of H that commute with g, will verify that

L1 ⊂ CH(g)

and
L2 ⊂ CH(g).

Since L1 and L2 are different, |CH(g)| > 4 and

4||CH(g)|

because it contains subgroups of order 4. Thus |CH(g)| can be either 12
or 20 because CH(g) 6= H as H is simple. If |CH(g)| = 20, then g would
have 3 conjugates:

A =
{
g, f1gf

−1
1 , f2gf

−1
2

}
,

with f1, f2 ∈ H and f1, f2 /∈ CH(g). Furthermore,

CH(f1gf
−1
1 ) = f1CH(g)f−1

1 .

Clearly, f1CH(g)f−1
1 ⊂ CH(f1gf

−1
1 ) because if h ∈ CH(g) then

f1hf
−1
1 (f1gf

−1
1 )f1h

−1f−1
1 = f1hgh

−1f−1
1 = f1gf

−1
1 .

The equality follows from the fact that |CH(f1gf
−1
1 )| is bigger or equal

than 20 but cannot be 60 since H is simple. It cannot be 30 because
then

|H : CH(f1gf
−1
1 )| = 2,
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so CH(f1gf
−1
1 ) would be normal.

The conjugation of any of those three elements by an element of H
induces a permutation of them because conjugation by g is an isomor-
phism. Therefore, there is a group homomorphism

ρ : H → S3.

The image is non-trivial because ρ(f1) sends g to f1gf
−1
1 . The kernel is

also non-trivial because if not we would have an inyection of H into a
subgroup of S3, but that is impossible since |H| = 60 > |S3| = 6. Hence
as the kernel is not the identity and is not H, we have

ker(ρ) / H.

Since ker(ρ) is always normal and is not trivial, we have a contradiction
with the fact that H is simple.

Hence, |CH(g)| = 12.

– Suppose n2 = 3. Then by Sylow theorems, if T is a 2-group, then

|H : NH(T )| = 3.

The normalizer of G = NH(T ) contains G itself, so the order of that
group must be divisible by 20, must divide 60 and cannot be 60 because
H is simple, hence |NH(G)| = 20 and hence

G = NH(G).

In a similar way as before, G has three conjugates. Therefore,

B =
{
G, h1Gh

−1
1 , h2Gh

−1
2

}
with h1, h2 /∈ NH(G) = G, and

NH(h1Gh
−1
1 ) = h1NH(G)h−1

1 .

Clearly, h1NH(G)h−1
1 ⊂ NH(h1Gh

−1
1 ) because if h ∈ NH(G) then

h1hh
−1
1 (h1Gh

−1
1 )h1h

−1h−1
1 = h1hGh

−1h−1
1 = h1Gh

−1
1 .

Since NH(h1Gh
−1
1 ) contains h1Gh

−1
1 , which is a subgroup of order 20,

then the order of NH(h1Gh
−1
1 ) must be divisible by 20 and a divisor of

60. As H is simple,
|NH(h1Gh

−1
1 )| = 20,

and then the equality follows. We have another group homomorphism

H → S3

that associates each element in H to the permutation of the elements of
B induced by conjugation of that element. The image is non-trivial and
the kernel is not the identity because of the size of H and S3, so ker(H)
is a non-trivial normal subgroup of H, which is a contradiction.
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Sumarizing, we have proved that the only possibility is either n2 = 5 or
n2 = 15, and for both of them there is always a subgroup A of order 12, as
we wanted to prove.

• Step 2. The subgroup A has exactly 5 conjugates and there is an inyective
homomorphism from H to S5.

Using a similar argument as before, let NH(A). Then A ⊂ NH(A), so the
order of NH(A) must be divisible by 12 and must divide 60. Since H is
simple, the order cannot be 60, hence A = NH(A) and therefore A has exactly
5 conjugates, {

A, g1Ag
−1
1 , g2Ag

−1
2 , g3Ag

−1
3 , g4Ag

−1
4

}
,

where e, g1, ..., g4 ∈ H and they all belong to a different equivalence class
under the relation

x ∼ y ⇐⇒ y−1x ∈ NH(A).

Again, conjugation by an element of H induces a permutation of the five
subgroups from above because

xgiAg
−1
i x−1 = xgjAg

−1
j x−1 ⇐⇒ gi ∼ gj .

Consequently, we have a group homomorphism

ρ : H → S5.

Using the same argument as before, the image of that application is non-
trivial. Therefore, the kernel must be the identity because if not it would be
a normal group different from H and from the identity.

• Step 3. ρ(H) and A5 contain the 3-cycles and 5-cycles.

First note that [S5 : ρ(H)] = 2, so for all g ∈ S5, g2 ∈ ρ(H). Furthermore,
g2 ∈ A5 because it will be an even permutation. Let

{a, b, c, d, e} = {1, 2, 3, 4, 5}.

Then,

(a b c d e) = (a d b e c)2,

and if

{a, b, c} = {1, 2, 3},

then

(a b c) = (a c b)2.

This implies that all 3-cycles and 5-cycles can be written as the square of an
element of S5, hence all of them lie in A5 and in ρ(H).
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• Step 4. A5 = ρ(H).

There are exactly 5×4×3
3 = 20 3-cycles and 5×4×3×2

5 = 24 5-cycles. Therefore,

|ρ(H)
⋂
A5| ≥ 45,

and as ρ(H)
⋂
A5 is a subgroup of A5, the order of ρ(H)

⋂
A5 must divide

60 = |H|, so

|ρ(H)
⋂
A5| = 60.

Consequently,

A5 = ρ(H).

Since ρ is inyective, this shows that A5
∼= H, as we wished to prove.

The following corollary of this theorem will be used in the proof of an important
theorem of Serre.

Corollary 6.1.9. Suppose p ≥ 7 and let G be a subgroup of GL2(Fp) which contains
either a half split Cartan subgroup, a split Cartan subgroup, a non-split Cartan
subgroup, a half Borel subgroup or a quasi-half Borel subgroup. Then, there are
only three possibilities for G:

• i) G is the whole space, so

G = GL2(Fp).

• ii) G is contained in a Borel subgroup.

• iii) G is contained in the normalizer NH of a Cartan subgroup H.

Note that iii) includes the possibility that G is contained in a Cartan subgroup.

Proof. There are two possible cases:

• Case 1. The order of G is divisible by p.

By Theorem 6.1.7, either G is contained in a Borel group, which is one of
the possibilities of the corollary, or G contains SL2(Fp). For the second
case, suppose G contains SL2(Fp). Then if we were able to prove that the
application

det : G→ F∗p
is surjective, G = GL2(Fp) because for any matrix A ∈ GL2(Fp), there exists
B ∈ G such that

det(A) = det(B),
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hence

det(AB−1) = 1.

Since SL2(Fp) ⊂ G,

C = AB−1 ∈ SL2(Fp) ⊂ G,

so

A = CB ∈ G.

The only thing that remains is to prove that under the hypothesis that one
of the subgroups of the corollary is included in G, the application

det : G→ F∗p

is surjective. But for all the cases it is obvious because the half split Cartan
subgroup has the form {

P

(
1 0
0 a

)
P−1, a ∈ F∗p

}
.

Since the determinat of each matrix is a and a is arbitrary, det is surjective.
The split Cartan subgroup contains half spit Cartan subgroups, thus in par-
ticular the determinant application is surjective. A half Borel subgroup is of
the form {

P

(
a b
0 1

)
P−1, a, b ∈ Fp, a 6= 0

}
.

Therefore, the determinat of each matrix is again a, which can take any value
on F∗p, hence det is again surjective. For the non-split Cartan subgroup, which
is of the form {

P

(
λ 0
0 φ(λ)

)
P−1, λ ∈ Fp2 : λ 6= 0

}
,

consider a ∈ F∗p such that there exists x ∈ F∗p with

a = x2.

Then, since x ∈ F∗p, φ(x) = x, so taking λ = x,

det
(
P

(
λ 0
0 φ(λ)

)
P−1

)
= x2 = a.

If a /∈ (F∗p)2, we take x ∈ Fp such that x2 = a. Then,

(x2)p−1 = 1,

hence

(xp−1 − 1)(xp−1 + 1) = 0.
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Since x /∈ F∗p,
xp−1 = −1,

and as p+ 1 is even,

xp
2−1 = 1,

so x ∈ F2
p. Furthermore,

φ(x)2 − a = 0,

thus φ(x)x = a, and taking λ = x,

det
(
P

(
λ 0
0 φ(λ)

)
P−1

)
= φ(x)x = a.

This proves that det can take any value in a non-split subgroup, hence

det : G→ F∗p

is surjective. For the case of the quasi-half Borel subgroup, det is also sur-
jective since one of the members of the subgroup has determinant x, where
< x >= F∗p.

• Case 2. p does not divide the order of G.

Using Theorem 6.1.7, either G is contained in a Cartan subgroup, which would
correspond to iii), G is contained in the normalizer of a Cartan subgroup but
not in the Cartan subgroup itself, which would correspond to iii) again, or
the image H of G in PGL2(Fp) is isomorphic to A4, S4 or A5. Thus, we only
have to show that this last situation cannot happen.

The order of the image C1 of a half split Cartan subgroup C is p− 1 because
C ∼= F∗p and there are no elements in C that are related (there is a one in
the diagonal). The order of the image of a split Cartan subgroup is precisely
p − 1 because of a similar reasoning. The order of the image of a half Borel
subgroup is p(p − 1) (because of the one in the diagonal) and it contains
subgroups of the form {

P

(
a 0
0 1

)
P−1, a ∈ F∗p

}
,

which have order p− 1 (they are half split Cartan subgroups). The following
quotient of abelian groups

F∗p2/F
∗
p

has p + 1 elements and is trivially isomorphic to the image of any non-split
Cartan subgroup. In fact, it is cyclic because it is a quotient of cyclic sub-
groups. The order of the image of a quasi-half Borel subgroup is also p− 1.
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Summarizing, we have that the image H of G in PGL2(Fp) contains elements
of order either p+ 1 or p− 1. As p ≥ 7,

p+ 1 ≥ 8, p− 1 ≥ 6,

so H contains elements with order bigger than or equal to 6. Therefore, H
cannot be isomorphic to A4, A5 or S5 because the elements of those groups
have order less than or equal to 5.

Thus, if p does not divide the order of G, G is contained in the normalizer of
a Cartan subgroup, and when p divides the order of G, G = GL2(Fp) or G is
contained in a Borel subgroup, as we wanted to prove.

6.2 Some theorems about Galois representations.

Some of the most important theorems about Galois representations concerning the
“size” of the possible image of Gal(K/K) are due to Serre. The proofs of most of
them are very long and quite difficult to understand, mainly because they require
a big background in algebraic number theory and algebraic geometry. In addition,
most of the times the author omits a lot of previous steps. However, we are going
to sketch the proof of one of them. Before that, we need some definitions and
notations.

6.2.1 Semi-simplification representation.

Definition 6.2.1. Let V be a vector space, G a group and

ρ : G→ GL(V )

a representation. We say that (ρ, V ) is an irreducible representation if there
exists no subspace W ⊂ V with W 6= V , W 6= 0, and such that for all g ∈ G,

ρ(g)W ⊂W.

Definition 6.2.2. In the previous situation, we say that W ⊂ V is ρ-invariant if
for all g ∈ G,

ρ(g)W ⊂W.

It is not very difficult to prove that there exists a chain of ρ-invariant subspaces

0 = Vq ⊂ Vq−1 ⊂ ... ⊂ V1 ⊂ V0 = V,
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such that Vi/Vi+1 is irreducible (that is, there are no intermediate ρ-invariant sub-
spaces between each of the subspaces of the chain). The action of G in Vi/Vi+1 via
ρ is well defined because Vi+1 is ρ-invariant. The representation

ρ̃ : G→ GL(

q−1⊕
i=0

Vi/Vi+1)

defined by the action ofG on each component via ρ is called the semi-simplification.

6.2.2 The idele group

In this subsection we are going to define briefly some basic concepts about ideles
that will be mentioned in some proofs.

Let K a number field, OK the integer ring of K and E = O∗K the unit group
of OK . Let MK the set of absolute values of K and M∞K the set of archimedean
absolute values, Kv the completion with respect to a non-archimedean value and
Uv the unit group of Kv.

We define the idele group I as the group whose members are

(av)v∈MK
,

where av ∈ K∗v and av ∈ Uv for all v ∈MK except for a finite number of valuations.
The operation in the group is just multiplication component by component. This
group is a subset of the product of all K∗v .

Of course K∗ can be embedded in I because for each a ∈ K∗,

v(a) = 0

except for a finite number of v ∈MK . Therefore, a ∈ Uv for almost all v ∈MK , so
it can be seen as a subgroup of I.

Definition 6.2.3. In the same situation, C = I/K∗ is called the group of idele
classes of K.

Let S be a finite subset of MK and a collection of positive integers

m = (mv)v∈S ,

where mv ≥ 1. Define Uv,m as 1 for v ∈M∞K , the group Uv if v ∈MK − S and the
subgroup of Uv formed by elements x for which

v(1− x) ≥ mv

if v ∈ S. We also define
Um =

∏
v∈MK

Uv,m,
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Em = E ∩ Um

and

Cm = I/K∗Um.

In fact, denoting Kab as the maximal abelian extension of K, there is a surjective
canonical homomorphism

Gal(Kab/K)→ Cm

(see [6]).

6.2.3 Serre’s theorem

Theorem 6.2.4. Let K be a number field and E/K an elliptic curve over K without
complex multiplication. Then there exists N = N(E) for which for all prime p ≥ N ,

ρE,p : Gal(K/K)→ GL2(Fp)

is surjective.

Proof. The following reasoning does not pretend to be a proof, it is just a summary
of the main steps of it.

• Step 1.

By Proposition 1.4.20, taking N = N(E) big enough we can suppose that p
is unramified in K. Let v ∈ MK a valuation such that v|p. If β is the prime
in OK associated to it, then

pOK |β

and k = OK/β is a finite extension of Fp. In particular it has characteristic p.
Let ∆ be the discriminant of E. Then there is a finite number of valuations
v ∈MK for which

v(∆) > 0,

and hence a finite number of prime numbers p for which v|p and

v(∆) > 0.

Taking N = N(E) big enough we can suppose that E has good reduction at
all v|p. Note that the first election of N = N(E) does not depend on the choice
of the elliptic curve, it only depends on K. However, this second election of
N depends on the discrimintant, and hence it depends on the elliptic curve
E. Of course this does not mean that the analogous theorem eliminating the
condition that N depends on the curve is false. We will discuss more about
this later on.
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Choose w a valuation in K such that w|v, let k the residual field and let Knr

the maximal unramified extension of Kω/Kv, Kt the maximal tamely ramified
extension, I the inertia subgroup of Gal(K/K) = G, Ip = Gal(K/Kt) and

It = I/Ip = Gal(Kt/Knr).

Let x ∈ Knr such that v(x) = 1, let d ∈ N with (d, p) = 1, and Kd =
Knr(x

1/d). The extension has ramification index d, so it is tamely ramified
and Kd ⊂ Kt. For each s ∈ Gal(Kd/Knr) there is an isomorphism θd

θd : Gal(Kd/Knr)→ µd,

where µd are the d-unit roots, such that if s ∈ Gal(Kt/Knr),

s(x1/d) = θd(s)x
1/d.

Thus there is a surjective homomorphism

θp−1 : Kt → µp−1
∼= F∗p

• Step 2.

Returning to the proof, as k has characteristic p, by Corollary 2.2.19 the
group

Ẽ[p] =
{
P̃ ∈ E(k) : [p]P̃ = O

}
can either be O or isomorphic to Fp.
Case 1 : The torsion subgroup of the reduced curve is non-trivial, hence

Ẽ[p] ∼= Fp.

Then the surjective application

E[p]→ Ẽ[p]

has (by the First Isomorphism Theorem) one dimensional kernel Xp. The

subgroup Gω of Gal(K,K) acts on Ẽ, so if σ ∈ Gω and P ∈ Xp,

σ̃(P ) = σ(P̃ ) = σ(Õ) = Õ,

which implies that
σ(Xp) ⊂ Xp.

If we take as a basis of E[p] the pair (e1, e2) where < e1 >= Xp then the
image of Gω is contained in the Borel subgroup(

∗ ∗
0 ∗

)
.
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Since the subgroup Ip ⊂ Gω is a p-group, then its image should be contained
in the subgroup (

1 ∗
0 1

)
.

It can be proven that for each s ∈ It, its image is of the form(
θep−1(s) ∗

0 1

)
,

where e is the ramification index of v|p, or in other words,

v(p) = e

(the proof can be found in [35]). In the first step we supposed that p is
unramified in K, so e = 1, and therefore we have two possibilities:

a) If Ip acts trivially over E[p] then the image of I has order prime to p, and
therefore

im(I) = im(I/Ip) = im(It).

In fact, as e = 1 and θp−1 is surjective, we take σ ∈ It such that

θp−1(σ) = x

with F∗p =< x > . Let the image of σ be

A =

(
x b
0 1

)
.

Then

Ap−1 =

(
xp−1 b(

∑n=p−2
n=0 an)

0 1

)
=

(
1 0
0 1

)
.

The order of A is p − 1 because F∗p =< x >. Besides, we have seen that the
image of I, which is the image of It, must be contained in the subgroup(

∗ ∗
0 1

)
,

which has order p(p − 1), and since the order of the image of It is prime
to p, the image should be a subgroup of order less than or equal to p − 1.
Furthermore, as (

x b
0 1

)
∈ im(I),

the image of I is the cyclic subgroup generated by(
x b
0 1

)
.
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b) If Ip does not act trivially, then im(I) is again contained in(
∗ ∗
0 1

)
,

but in this case p||im(Ip)|, so making the same computation as before, there
is some σ ∈ It such that im(σ) = A and

A =

(
x b
0 1

)
.

By the same reason, |A| = p− 1, because if not x would not be a generator of
F∗p. This means that p||im(I)| and p−1||im(I)|, and since im(I) is contained
in the previous half Borel subgroup, which has cardinality p(p− 1), then

im(I) =

(
∗ ∗
0 1

)
.

Note that in both cases, either im(I) is a quasi-half Borel subgroup or a half
Borel subgroup, so either im(G) contains a quasi-half Borel subgroup or a
half Borel subgroup.

Case 2. The p-torsion subgroup of the reduced curve is trivial.

This means that the map
E[p]→ Ẽ[p]

is trivial and all the p-torsion elements are reduced to the origin. Then, if
e = 1:

i) The action of Ip is trivial, and there exists a Fp2 structure in E[p] such that
the action of It over E[p] is given by the character θp2−1.

ii) Consequently, the image of It and therefore the image of I is a cyclic
Cartan subgroup of order p2 − 1.

The proof of this second case involves the use of the Neron model and the
formal group. It can be found in [35].

Summarizing, we have that in both situations, the image of the inertia sub-
group is either a quasi-half Borel subgroup, a half Borel subgroup or a non-
split Cartan subgroup. Therefore the image of G contains either a quasi-half
Borel subgroup, a half Borel subgroup or a non-split Cartan subgroup.

If the theorem does not hold, there is an infinite set of prime numbers L for
which when l ∈ L,

ρE,l(G) 6= GL2(Fp).

On the other hand, im(G) is a subgroup of GL2(Fp) that meets the conditions
of Corollary 6.1.9, so either

– i) im(G) is contained in a Borel or in a Cartan subgroup.
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– ii) im(G) is contained in the normalizer Nl of a Cartan subgroup Cl,
but is not contained in the Cartan subgroup Cl.

• Step 3.

If we are in case ii), the quotient Nl/Cl has order 2, hence the homomorphism

φl : G→ Nl → Nl/Cl

is clearly surjective because ρE,l(G) is not contained in Cl. Therefore,

G/ ker(φl)

has order 2, and thus denoting

Kl = K
ker(φl) =

{
x ∈ K : σ(x) = x ∀σ ∈ ker(φl)

}
then

[Kl : K] = 2.

It can be proven that for any number field K the number of unramified
quadratic extensions is finite, and it can also be proven that for all primes
l ∈ L satisfying ii),

Kl/K

is unramified. Therefore, if K ′ is the composite of all the unramified quadratic
extensions,

[K ′ : K] <∞,

and
Kl ⊂ K ′.

We replace K by K ′, which is a number field. If we are able to prove that

ρE,l(Gal(K/K
′)) = ρE,l(Gal(K

′/K ′)) = GL2(Fp)

then we will have finished as

Gal(K/K ′) ⊂ Gal(K/K).

But now, Kl = K
ker(φl) ⊂ K ′, so Gal(K/K ′) fixes Kl and therefore

Gal(K/K ′) ⊂ Gal(K/Kl) = ker(φl),

which means that
ρE,l(Gal(K/K

′)) ⊂ Cl.

Hence with this new number field K ′ there are no primes in the case ii). Thus
it suffices to show that i) cannot occur for an infinite number of primes.
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• Step 4.

We have now two possibilities:

i) Suppose ρE,l(G) is contained in a Cartan subgroup Cl and the basis (e1, e2)
of GL2(Fp) verifies that Cl fixes < e1 > and < e2 >. One of the possible
chain of ρE,l(G)-invariant spaces such that the quotients are irreducible is the
following one:

0 ⊂< e1 >⊂ F2
p,

because ρE,l(G) fixes < e1 >, and because GL2(Fp)/ < e1 > and < e1 > are
1-dimensional spaces, so they are irreducible. In fact,

< e1 > ⊕
F2
p

< e1 >
∼=< e1 > ⊕ < e2 >= F2

p,

hence the semi-simplification is exactly the same as the original representa-
tion. Anyway, we have that

ρE,l(G) ∼= ρ̃E,l(G),

which implies that ρ̃E,l(G) is an abelian group.

ii) Suppose ρE,l(G) is contained in a Borel subgroup Bl (for an infinite family
of primes L) and the basis (e1, e2) of GL2(Fp) verifies that Bl fixes < e1 >.
Then the only possible chain of ρE,l(G)-invariant spaces such that the quo-
tients are irreducible is the following one:

0 ⊂< e1 >⊂ F2
p,

because again ρE,l(G) fixes < e1 >, and because GL2(Fp)/ < e1 > and < e1 >
are 1-dimensional spaces, so they are irreducible. The aim is to prove that
the semi-simplification representation is abelian, i.e ρ̃E,l(G) is abelian.

Choose g1, g2 ∈ G with

ρE,l(g1) =

(
a b
0 c

)
and

ρE,l(g2) =

(
a′ b′

0 c′

)
.

Take x ∈< e1 >
⊕ F2

p

<e1>
, so x = (a1e1, a2e2). Then

ρ̃E,l(g1)(x) =
((a b

0 c

)(
a1

0

)
,

(
a b
0 c

)(
0
a2

))
= (aa1e1, a2be1 + a2ce2) = (aa1e1, a2ce2),
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so proceeding in a similar way,

ρ̃E,l(g2)(ρ̃E,l(g1)(x)) = ρ̃E,l(g2)(aa1e1, a2ce2) = (a′aa1e1, a2cc′e2),

and in the same way,

ρ̃E,l(g1)(ρ̃E,l(g2)(x)) = (a′aa1e1, a2cc′e2).

Therefore,
ρ̃E,l(g1)(ρ̃E,l(g2)(x)) = ρ̃E,l(g2)(ρ̃E,l(g1)(x))

for all x ∈ F2
p, which implies that ρ̃E,l(G) is abelian, as we wished to prove.

Till now we have explained quite in detail all the steps of the proof. For the
rest of it we will just formulate the propositions involved.

• Step 5. Since the family of representations

(ρ̃E,l)l∈L

is abelian, we can think of the ρ̃E,l as representations of the group of idele
classes C = I/K∗ defined before. Studying the properties of this representa-
tions, it can be proven that the system of representations (ρl,E) comes from
a representation

ρ0 : Sm → GL2(Fp),
where Sm is a certain algebraic group defined in [36] that depends on m and
K. Then using a theorem proved in [36], E has complex multiplication, which
is a contradiction.

We have “proven” that given an elliptic curve E and a number field K, there is
a number N = N(E,K) that depends on E and K such that for all primes bigger
than N , the representation is surjective. Some of the questions that arises naturally
are the following ones:

a) Can we determine explicitly the smallest N , or at least any N for which that
property holds given an elliptic curve and a number field?

b) If we fix K, does there exist a universal constant N that does not depend on
the elliptic curve E?

c) Can N be a universal constant that does not depend on E and K?

The first question is known to be true. The second still remain open, but the
third one is false. However, the second one has been partially answered.

Theorem 6.2.5. Let E/Q an elliptic curve over the rational numbers without
complex multiplication. Then there exist a number N which does not depend on E
such that for all primes p > N,

ρE,p : Gal(Q/Q)→ GL2(Fp)

is surjective.
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This theorem proves question b) for the particular case of K = Q. Let G =
Gal(Q/Q). Doing something similar as we did in Theorem 6.2.4, it can be proven
that either

• i) ρE,p(G) = GL2(Fp).

• ii) ρE,p(G) is contained in a Borel subgroup.

• iii) ρE,p is contained in the normalizer of a split Cartan subgroup.

• iv) ρE,p(G) is contained in the normalizer of a non-split Cartan subgroup.

• v) ρE,p(G) is contained in one of the ‘exceptional’ subgroups.

The exceptional subgroups are a collection of subgroups that we won’t define here.
However, Serre shows in [38] that these cases cannot occur for a large prime p. Case
ii) is a consequence of the following theorem.

Theorem 6.2.6. (Mazur) Let E/Q an elliptic curve withouth complex multiplica-
tion. Then if p > 163, ρE,p(G) cannot be contained in a Borel subgroup.

The proof of this theorem can be found in [29].

For the case iv) it has also been proven that (assuming the Birch and Swinnerton-
Dyer conjecture) there existsN such that for all p > N, ρE,p(G) cannot be contained
in the normalizer of a non-spit Cartan subgroup. However, at the moment there is
no proof that does not depend on a conjecture.

For the case iii),

Theorem 6.2.7. (Bilu-Parent, 2009) Let E/Q be an elliptic curve without complex
multiplication. There exists p0 such that if p > p0, ρE,p(G) cannot be contained in
the normalizer of a split Cartan subgroup.

With this last theorem, we can deduce Theorem 6.2.5. In fact, Serre actually
acts whether N = 37. This problem is also called Serre’s uniformity problem (c.f.
[38]). Of course we are not going to prove any of these theorems, but it is worth
mentioning that some of them use analytic tools.

Till now, we have only spoken about the situation when the image of the rep-
resentation is the whole GL2(Fp). We are going to talk about the cases when the
representation is not the whole space of matrices. Some of the relevant work that
have been made can be found in [48]. There, Zywina characterize all the possible
subgroups that can appear depending on the form of jE

1. He does it for the primes
p = 2, 3, 5, 7, 11, 13, 17.

Now we are going to show with one theorem and one conjecture what is actually
known and what is still not known about the possible images of the representations

1The number jE denotes the j−invariant defined in Chapter 2.
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of elliptic curves E/Q without complex multiplication. Define the following matri-
ces in GL2(Fp), for some a, b ∈ Fp:

D(a, b) =

(
a 0
0 b

)
, Mε(a, b) =

(
a bε
b a

)
, T =

(
0 1
1 0

)
and J =

(
1 0
0 −1

)
.

Let p be an odd prime and ε = −1 if p ≡ 3 (mod 4) and otherwise let ε ≥ 2

be the smallest integer such that
(
ε
p

)
= −1. Define the following subgroups of

GL2(Fp):

Cs(p) =
{
D(a, b) : a, b ∈ F×p

}
,

Cns(p) =
{
Mε(a, b) : (a, b) ∈ F2

p, (a, b) 6= (0, 0)
}
.

For Cns(p), the characteristic polynomial of the matrix

(
a bε
b a

)
is

p(x) = x2 − 2ax+ a2 − b2ε,

so the eigenvalues are a ± bi, where i2 = ε and i /∈ Fp. The eigenspaces are the
kernels of the matrices (

−ib εb
b −ib

)
and (

ib εb
b ib

)
,

which are generated by the vectors (i, 1) and (i,−1). These vectors don’t depend
on a and b. As the cardinality of Cns(p) is p2 − 1, this proves that the subgroup
Cns(p) is a non-split Cartan subgroup.

We also write C+
s (p) for the normalizer of Cs(p) in GL2(Fp) and C+

ns(p) for the
normalizer of Cns(p) in GL2(Fp).

Notation 6.2.8. Let E/Q be an elliptic curve. From now on we will denote the
subgroup ρE,p(Gal(Q/Q)) by GE(p).

The following theorem, due to Mazur, Serre, Bilu, Parent, Rebolledo and Zy-
wina (see [48],[2],[1] for more details) is a summary of what it is actually known
about the possible images of the representations.

Theorem 6.2.9. Let E/Q be an elliptic curve without complex multiplication and
p a prime. Then one the following possibilities occurs:

• GE(p) = GL2(Fp).
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• p ∈ {2, 3, 5, 7, 11, 13, 17, 37}, and GE(p) is conjugate in GL2(Fp) to one of the
groups in Tables 6.1 and 6.2.

• p = 13 and GE(13) is conjugate in GL2(F13) to a subgroup of Cs(13), Cns(13)
or 13S4 (see Table 6.2).

• p ≥ 17:

– p ≡ 1 (mod 3), and GE(p) is conjugate in GL2(Fp) to Cns(p).

– p ≡ 2 (mod 3), and GE(p) is conjugate in GL2(Fp) to Cns(p) or to the
subgroup

G0(p) =
{
Mε(a, b)

3, J ·Mε(a, b)
3 : (a, b) ∈ F2

p, (a, b) 6= (0, 0)
}
⊆ Cns(p).

The following tables, which have been extracted from Table 3 of [45] and from
[20] show all the possibilities for the images when p ≤ 11 and all the known images
for the cases p = 13, 17 and p = 37. The first and the second columns include the
names of the subgroups. For the precise definition of those subgroups, check [45].
The numbers d and dv, which appear on the tables, are defined as follows:

• dv = |GE(p)v|, for v ∈ F2
p with v 6= (0, 0), where GE(p)v denotes the set

of all possible images when the elements of GE(p) are applied to v. This is
equivalent to the degrees of the extensions Q(P ) over Q for points P ∈ E of
order2 p.

• d = |GE(p)|, or equivalently d = [Q(E[p]) : Q].

2Note that the possible images when the elements of GE(p) are applied to v are precisely the
number of embeddings of the extension Q(P )/Q.
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Sutherland Zywina dv d

2Cs G1 1 1
2B G2 1 , 2 2
2Cn G3 3 3

3Cs.1.1 H1,1 1 , 2 2
3Cs G1 2 , 4 4
3B.1.1 H3,1 1 , 6 6
3B.1.2 H3,2 2 , 3 6
3Ns G2 4 8
3B G3 2 , 6 12
3Nn G4 8 16

5Cs.1.1 H1,1 1 , 4 4
5Cs.1.3 H1,2 2 , 4 4
5Cs.4.1 G1 2 , 4 , 8 8
5Ns.2.1 G3 8 , 16 16
5Cs G2 4 , 4 16
5B.1.1 H6,1 1 , 20 20
5B.1.2 H5,1 4 , 5 20
5B.1.4 H6,2 2 , 20 20
5B.1.3 H5,2 4 , 10 20
5Ns G4 8 , 16 32
5B.4.1 G6 2 , 20 40
5B.4.2 G5 4 , 10 40
5Nn G7 24 48
5B G8 4 , 20 80
5S4 G9 24 96

Sutherland Zywina dv d

7Ns.2.1 H1,1 6 , 9 , 18 18
7Ns.3.1 G1 12 , 18 36
7B.1.1 H3,1 1 , 42 42
7B.1.3 H4,1 6 , 7 42
7B.1.2 H5,2 3 , 42 42
7B.1.5 H5,1 6 , 21 42
7B.1.6 H3,2 2 , 21 42
7B.1.4 H4,2 3 , 14 42
7Ns G2 12 , 36 72
7B.6.1 G3 2 , 42 84
7B.6.3 G4 6 , 14 84
7B.6.2 G5 6 , 42 84
7Nn G6 48 96
7B.2.1 H7,2 3 , 42 126
7B.2.3 H7,1 6 , 21 126
7B G7 6 , 42 252

11B.1.4 H1,1 5 , 110 110
11B.1.5 H2,1 5 , 110 110
11B.1.6 H2,2 10 , 55 110
11B.1.7 H1,2 10 , 55 110
11B.10.4 G1 10 , 110 220
11B.10.5 G2 10 , 110 220
11Nn G3 120 240

Table 6.1: Possible images GE(p) 6= GL2(Fp), for p ≤ 11, for non-CM elliptic curves
E/Q.

Sutherland Zywina dv d

13S4 G7 72 , 96 288
13B.3.1 H5,1 3 , 156 468
13B.3.2 H4,1 12 , 39 468
13B.3.4 H5,2 6 , 156 468
13B.3.7 H4,2 12 , 78 468
13B.5.1 G2 4 , 156 624
13B.5.2 G1 12 , 52 624
13B.5.4 G3 12 , 156 624
13B.4.1 G5 6 , 156 936
13B.4.2 G4 12 , 78 936
13B G6 12 , 156 1872

Sutherland Zywina dv d

17B.4.2 G1 8 , 272 1088
17B.4.6 G2 16 , 136 1088

37B.8.1 G1 12 , 1332 15984
37B.8.2 G2 36 , 444 15984

Table 6.2: Known images GE(p) ∈ GL2(Fp), for p = 13, 17 or 37, for non-CM
elliptic curves E/Q.
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The following conjecture, motivated by a question of Serre [38], is an improve-
ment of the previous theorem.

Conjecture 6.2.10. If E is an elliptic curve defined over Q without complex mul-
tiplication, p ≥ 17 a prime and (p, jE) is not in the set{

(17,−17 · 3733/217), (17,−172 · 1013/2), (37,−7 · 113), (37,−7 · 1373 · 20833)
}
,

then GE(p) = GL2(Fp).

This conjecture would answer Serre’s uniformity problem.

In [43] there are more theorems which are quite similar to Theorem 6.2.4 and
that we are just going to mention.

Theorem 6.2.11. (Serre). Let K be a number field and E/K an elliptic curve
without complex multiplication. Then, if ρE,l denotes the l-adic representation

ρE,l : Gal(K/K)→ Aut(Tl(E)),

we have that:

a) ρE,l(Gal(K/K)) is of finite index in Aut(Tl(E)).

b) ρE,l(Gal(K/K)) = Aut(Tl(E)) for all but finitely many primes l.

The proof of a) can be found in [36].

6.3 Galois representations of curves with complex mul-
tiplication

Till now we had only spoken about Galois representations of elliptic curves without
complex multiplication. In this section we are just going to mention some known
results about the case when the elliptic curve has complex multiplication.

Up to isomorphism over Q, there are just thirteen elliptic curves defined over Q
with complex multiplication, and they are uniquely determined by their endomor-
phism ring and thus by f and D, where

End(E) = Z + fO,

with O the ring of integers of the imaginary quadratic field with discriminant −D.
The complete table can be found in [48] or in [44]. In that table, D is always prime.

Proposition 6.3.1. Let E/Q be an elliptic curve with complex multiplication and
jE 6= 0. Then the ring End(E) is an order in the ring of integers of an imaginary
quadratic field of discriminant −D. Let p 6= 2 be a prime number. Then
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• If
(
−D
p

)
= 1 (that is, if there exists x ∈ Fp, x 6= 0 such that x2 = −D)

then ρE,p(G) is conjugate (in GL2(Fp)) to the normalizer of a split Cartan
subgroup.

• If
(
−D
p

)
= −1, then ρE,p(G) is conjugate (in GL2(Fp)) to the normalizer of

a non-split Cartan subgroup.

• If −D ≡ 0 mod p, and so p = D, consider the groups

G′ =
{(a b

0 ±a

)
: a ∈ F×p , b ∈ Fp

}
,

H1 =
{(a b

0 ±a

)
: a ∈ (F×p )2, b ∈ Fp

}
and

H2 =
{(±a b

0 a

)
: a ∈ (F×p )2, b ∈ Fp

}
.

Suppose E is isomorphic to ED,f , where ED,f is one of the thirteen elliptic
curves of the table. Then ρE,p(G) is conjugate in GL2(Fp) to H1.

If E is isomorphic to the quadratic twist of ED,f by −p then ρE,p(G) is con-
jugate in GL2(Fp) to H2.

If E is not isomorphic to ED,f or its quadratic twist by −p, then ρE,p(G) is
conjugate in GL2(Fp) to G′.

The cases p = 2 and jE = 0 can be found in [48].

6.4 Modular Galois representations and Fermat’s Last
Theorem

In this subsection we will give a brief survey about Fermat’s Last Theorem and
some of the tools that are involved.

6.4.1 Modular forms and Galois representations.

We begin first with some definitions.

Definition 6.4.1. Let A be a certain ring and GQ = Gal(Q/Q). Let

ρ : GQ → GL2(A)

be a representation, p a prime number and Ip its inertia subgroup. We say that ρ
is unramified at a prime p if Ip ⊂ ker ρ.
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Recall that Ip is the kernel of the natural application

Gal(Qp/Qp)→ Gal(Fp/Fp),

and Gal(Fp/Fp) is generated by Frobp, so when ρ is unramified at p,

ρ(Frobp) ∈ GL2(A)

makes sense.

Definition 6.4.2. We say that a representation ρ is flat at p if for every ideal
I ⊂ A such that A/I is finite, the induced representation

ρ : GQp → GL2(A/I)

extends to a finite flat group scheme over Zp (for our purposes we don’t need to
know and understand the exact definition of flat).

Notation 6.4.3. Let ρ : GQ → GL2(A) and ρ′ : GQ → GL2(A) two representa-
tions. If there exists M ∈ GL2(A) such that

ρ(σ) = Mρ′(σ)M−1

for all σ ∈ GQ then we will write

ρ ∼= ρ′

and we will say that both representations are conjugate.

Definition 6.4.4. Let A be a ring with a maximal ideal mA and let

ρ : Gal(Q/Q)→ GL2(A)

be a representation. We define the residual representation as

ρ : Gal(Q/Q)→ GL2(kA),

where kA = A/mA by composing with the natural application

GL2(A)→ GL2(kA).

Let p be a prime number. Let f ∈ S2(Γ0(N)) be a newform of conductor N
with expression

f(q) =
∑
n≥1

anq
n,

and let Kf be the number field generated by the coefficients an. Let λ be a prime
ideal of the ring of integers Of lying over p and Kf,λ the completion of Kf with
respect to λ. Let Of,λ be the ring of integers in Kf,λ. Some theory made by
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Eichler and Shimura (check [41], [42] or [12]) asserts that there is a two dimensional
representation

ρf : GQ → GL2(Of,λ)

such that for all sufficiently large primes l, ρf is unramified at l and

Tr(ρf (Frobl)) = ap and det(ρf (Frobl)) = l.

On some occasions we will write ρf,l instead of ρf . The following theorem of Ribet
([34]) will be very useful for the Fermat’s Theorem.

Theorem 6.4.5. Let f be a newform of weight two and conductor lN where l - N
and l is a prime number. Consider

ρf : Gal(Q/Q)→ GL2(Of,λ/λ)

the residual representation, and suppose that ρf is absolutely irreducible and that
either:

• ρf is unramified at l; or

• l = p and ρf is flat at p.

Then there exists another newform g ∈ S2(Γ0(N)) such that

ρf
∼= ρg.

6.4.2 Another version of modularity.

Definition 6.4.6. Let E/Q be an elliptic curve with conductor N , and let l be
a prime number. Then we say that ρE,l is modular if there exists a newform
f ∈ S2(Γ0(N)) with number field Kf = Q such that

ρf,l ∼= ρE,l.

The following theorem asserts that all definitions of modularity are equivalent.
In fact,

Theorem 6.4.7. Let E/Q be an elliptic curve. The following affirmations are
equivalent.

• E is modular (as in Definition 5.3.3).

• For some prime p, ρE,p is modular.

• For all primes, ρE,p is modular.

There are in fact two more equivalent assertions that we are not going to men-
tion.
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6.5 Fermat’s Last Theorem

The original theorem, which was formulated by Fermat in 1637, was the following:

Theorem 6.5.1. Let n ≥ 3. Then there are no triples of positive integers x, y, z ∈ N
such that

xn + yn = zn. (6.5.1)

The case n = 4 and n = 3 were proven by Fermat. Therefore, it suffices to
prove the theorem for all primes with p ≥ 5. Indeed, if there was any compound
number n ≥ 3 such that there existed a triple (x, y, z) for which (6.5.1) held, then
for d|n with d either prime or d = 4,

(x
n
d )d + (y

n
d )d = (z

n
d )d,

which is a contradiction. Thus, it suffices to prove that for any p ≥ 5,

ap + bp + cp = 0 =⇒ abc = 0.

Suppose that there existed a prime number p ≥ 5 and a triple (a, b, c) with abc 6= 0.
We can suppose that (a, b, c) = 1, so only one of them (say b) is even, and (without
loss of generality),

a ≡ −1 mod 4.

Let Eap,bp,cp the elliptic curve with Weiestrass model

y2 = x(x− ap)(x+ bp).

This elliptic curve have some remarkable properties.

Proposition 6.5.2. The elliptic curve Eap,bp,cp is semistable. Its minimal discrim-
inant and conductor are

a) ∆ap,bp,cp = 2−8(abc)2p.

b) Nap,bp,cp =
∏
l|abc l.

Let

ρap,bp,cp : GQ → GL2(Fp)

the Galois represetation of the elliptic curve Eap,bp,cp . Frey and Serre proved some
properties of this representation in [15], [16] and [38].

Theorem 6.5.3. With the above hypothesis,

• ρap,bp,cp is absolute irreducible.

• ρap,bp,cp is unramified outside 2p and flat at p.
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Therefore, either by Theorem 5.3.4 or Theorem 5.3.5, which is more general,
Eap,bp,cp is modular, so there exists a newform f ∈ S2(Γ0(Nap,bp,cp)) such that

ρap,bp,cp ∼= ρf .

Hence ρap,bp,cp
∼= ρf . By the previous theorem ρf is absolute irreducible, and it is

unramified outside 2p and flat at p. Next, choose l|Nap,bp,cp with l 6= 2, p. Using

Theorem 6.4.5, there exists another newform gl ∈ S2(Γ0(
Nap,bp,cp

l )) such that

ρf
∼= ρgl .

Repeating this process, we obtain that there exists a newform g ∈ S2(Γ0(2)) such
that

ρf
∼= ρg.

But the dimension of S2(Γ0) is equal to the genus of X0(2), which is zero (for the
definition and the proof of this last statement, check [10]). On the other hand,
g 6= 0 because a1(g) = 1, so we have found a contradiction, and thus we have
‘proved’ Fermat’s Last Theorem.
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